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Overview of the QALoad Conductor

Use the QALoad Conductor to configure, run, and monitor aload test that utilizesthe scriptscreated in the
Script Development Workbench. The Conductor controlsthe QALoad Players and manages tests while they
arerunning. When the Conductor process stops for any reason during aload test, the associated Player
processes automatically terminate.

The primary windowsin the Conductor are:

I Conductor Start Page - This is the page that appears when you first open the Conductor. From the Start Page, you
can open an existing Conductor session, create a new session, configure the Conductor, or open the Test
Configuration Wizard.

Once you create or open a session, the main Conductor window appears. The Conductor'sinterfaceis
dynamic — it changes depending whether you are setting up atest or running atest.

I Test Setup Interface - This is the first window that appears when you open a session in the Conductor. Before
running a test, you must set up general test options, configure Player workstations, assign compiled test scripts to
Players, and set up monitoring options. You then save the test setup in a file called a session ID. Once you have
configured and saved a test session ID, you can reuse it without re-entering any test information.

The Test Setup Interface presentstwo ways you can enter information about your test:

I TheVisual Designer isthe Conductor's main window. The Visual Designer graphically displays
a collection of iconsand nodesthat represent your test session. Use thisto enter information
about your test and set up the machines and scripts for the test.

! The Grid View window presents another way to perform these functions. The Grid View isa
dockable window that containstwo tabsin which you can enter the information for your test
session.

! Runtime Window - While a test is running, the Conductor interface changes to the Runtime Window, which facilitates
monitoring of individual machines and Players, and displays real-time test results. You can view default graphs of
performance data that are created for you by the Conductor and create custom graphs based on the data being
collected during the test. You can save custom graph layouts in the session ID file and reuse them in future tests.
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Using the Conductor Start Page

When you first start the Conductor, the Sart Page displays. This provides a concise selection of optionsto
help you start defining or modifying a Conductor session.

From the Sart Page, you can perform the following tasks:

Recent Session
In the Recent Sessions section, you can:
! Create a new test session

I Open an existing session

Tasks
In the Tasks section, you can:
I Open the Test Configuration Wizard
I Create monitoring tasks
I Edit monitoring tasks
I Discover and verify Player machines

I Configure the Conductor session options

Help

Usethe selectionsint he Help section to accessthe QALoad online help and Compuware's FrontLine
website.
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About Setting Up a Test

When you set up aload test, you set optionsrelated to general Conductor behavior as well asinformation
about your specific test environment. Before you can successfully set up aload test, you must have
recorded and compiled one or more test scripts. For information about recording a test script, see
Developing <ripts.

Determining General Conductor Behavior

General Conductor optionsyou set are applicable for all testsrun until you change the options. Conductor
optionsarerelated to the following:

I Viewing options for real-time results
I Global Player options

! Player machine performance data

I Options for runtime reporting

! And more...

All of the above information, and more, can be configured on the Conductor's Options dialog box.

Setting Up a Specific Test Session

To prepare the Conductor for a specific test, save information and parameters specific to that test into a
reusable session ID file (.id). You must enter the following types of information to set up atest's session ID
file:
I General information about the test such as a description, the size of the database, the length of the test, and any
notes or comments

! Information about the test script(s) included in the test, including script name, middleware/protocol type, pacing,
whether to include external data, and so on

! Information about the workstations where the QALoad Players reside, including which script is assigned to each
workstation, how many virtual users are assigned to each workstation, the machine name, and so on

All of the above information can be entered and saved when you set up atest from the Conductor's main
window or by using the Test Configuration Wizard. Once you open the new session in the Conductor, you
can do thefollowing:

I (Optional) configuration for server monitoring

I (Optional) integration with other Compuware products

Generating Random Number Seeds

Random number seeds are used to inject random delaysin script execution for each load test. The seed (or
value) isautomatically generated by QALoad. The random value used within the end of transaction
function isused to generate the pacing time. The Player uses a system-generated sequence of numbers, so
that each virtual user (VU) hasits own seed value.
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Setting Up a Test Session

You can enter all theinformation necessary for your session ID filein the Conductor using one of the
following methods:

I Grid View window
I Visual Designer

I Test Configuration Wizard
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Configuring the Conductor

There are several settings for the Conductor that you should review before beginning your load test.

To set Conductor session optionsthat are not specificto one test:

1. Do one of the following:
I From the Conductor Sart Page, click Session Optionsin the Tasks area.
OR

I With asession open, click Tools>Options.

2. On the Options dialog box, set options related to post-test activity, warnings and prompts, runtime grids, timing
settings, interface refresh intervals, Conductor/Player communications, monitoring intervals, and more. For detailed
descriptions of the options that are available, see Options dialog box.

3. When you are finished, click OK to save your changes. Any options you set apply to all tests until you change them.
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Checking Out Virtual User Licenses

If you are licensed to run multiple copies of the Conductor, for example so different work groups have
accessto QALoad, you can check out virtual user licenses before running aload test to ensure that enough
are available for your test run.

If you do not choose to check out your licenses before starting atest, QALoad promptsyou after you start
thetest and attemptsto check out the appropriate number of licenses. We recommend that you check
your licenses out manually before starting so you can be sure you have enough virtual users available
before beginning your test run.

To check out virtual user licenses:

1. From the Conductor menu, select Tools>Licensing. The License Information dialog box appears.

I If you arelicensed for concurrent licensing (multiple Conductors) the Conductor
queriesyour license server to determine how many licenses are currently available, and
returnstheresultsto thisdialog box. Go to step 2.

I If you have anode-locked license (asingle Conductor), then most of the optionson
thisdialog box are unavailable, as you will not need to, or be able to, check out virtual
user licenses. All virtual usersfor which you are licensed are available only to this
Conductor. Click OK to return to your test setup.

2. In the Licensing Operations area, select Check Out Virtual User Licenses, then type how many virtual user
licenses you want to check out in the Number of Licenses field.

3. Click Check Out. The licenses are checked out to your Conductor, and are unavailable to any other Conductor
workstations on the network.

When you are done using your licensed virtual users, check them back in so they are once again available
to other Conductor workstations on your network.

To check in virtual user licenses:

1. From the Conductor menu, choose Tools>Licensing. The License Information dialog box appears.
2. If you have licenses checked out, the Check in Virtual User License option is automatically selected for you.

3. Click Check In. The licenses are made available to other Conductor workstations on the network.
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Running the Conductor from the Command Line

The following procedure describes how to run the Conductor from the command line.

To start the Conductor from the command prompt:

Type conductor <session file nane> /| /e /a /t

The applicable parameters are defined in the following table.

e[

/'l (Optional) Creates a log file showing error messages
and test status.

/ e (Optional) Exitsthe Conductor when the test
completes.

/ a (Optional) Launches Analyze when the test
completes.

/t (Optional) Executes Conductor at a set time. Valid

timeformatsare/t xx: xx or
[t xx/ xx/ xx [tXxXxX:XX.

The Conductor start page appears.
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Setting Up a Test

Creating a New Session

To create a new load test session:

1. Do one of the following:
I From the Sart page, click New.

I From the Visual Designer window, click File>New. A confirmation dialog box prompts
you to Save or discard changesto your current session.

The Create New Session dialog box appears.

2. In the Name field, type a name for the new session.
3. (Optional) In the Description field, type a description for the new session.
4. (Optional) Select Launch Test Configuration Wizard to start the Test Configuration Wizard,

which walks you through creating aload test session. If you do not select thisoption, the new test session
opensin Conductor's Visual Designer, where you can manually configure the load test session.

Opening an Existing Session
When you open the Conductor, the Conductor Sart Page appears. Use these proceduresto open an
existing session.

Note: If you choose not to display this page, the Conductor opensto the Visual Designer window. You can
choose to show the Sart Page again in the Startup page of the Conductor Sessions Options dialog box.

To create a new session from the Conductor Start page:

1. Do one of the following:
I In the Recent Sessions area, click the name of the session to open.
OR

I Click Open Session, then select the name of the appropriate saved session, and click Open.

2. The Conductor's Visual Designer opens with the session you selected displayed. You can make any changes to the
session or run the load test.

To open an existing session in the Visual Designer:

1. From the Visual Designer window, click File>Open. A confirmation dialog box prompts you to Save or discard
changes to your current session.

2. Select the name of the appropriate saved session, and click Open. The selected test session opens in Conductor's
Visual Designer, where you can manually configure the load test session.
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About the Test Configuration Wizard

The Test Configuration Wizard consists of a series of screensthat guide you through the process of setting
up aload test. Usethe Test Configuration Wizard to select scripts, configure the script'stransaction
settings, select players or groupsto assign to the test, and specify desired Virtual User configurations. You
also can add scriptsto an existing session using the Test Configuration Wizard. Once you setup your load
test with the Test Configuration Wizard, you can run thetest immediately without additional
configuration.

You can usethe Test Configuration Wizard to:
Create a New Test Session Using the Test Configuration Wizard
Modifying an Existing Test Session Using the Test Configuration Wizard

Creating a Test Session Using the Test Configuration Wizard

The Test Configuration Wizard guides you through the process of setting up aload test. Use the series of
screensin the Test Configuration Wizard to:

1. Select scripts

2. Configure the script's transaction settings
3. Select players or groups to assign to the test
4

Specify desired Virtual User configurations

You can open the Test Configuration Wizard from the Conductor Sart page or with atest session open in
the Conductor.

To accessthe Test Configuration Wizard from the Conductor Start page:

1. Do one of the following:

I Inthe Tasksarea, click Test Configuration Wizard to open the first screen of the
wizard.

OR

I In the Recent Sessions area, click New to open the Create New Session dialog box. Select the
Launch Test Configuration Wizard option.

Note: If you do not select the Launch Test Configuration Wizard option, the new test session
opensin Conductor's Visual Designer, where you can manually configure the load test session.

2. In the Name field, type a name for the new session.
(Optional) In the Description field, type a description for the new session.

4. Click Next to start configuration of your test session.

To accessthe Test Configuration Wizard with a session open in Conductor:

Click FilesNew, then follow steps 2 through 4 above.

10
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Modifying a Test Session Using the Test Configuration Wizard

You can usethe Test Configuration Wizard to add a script to an open test session by following the steps for
each screen in the Test Configuration Wizard.

To start the process of adding a script using the Test Configuration Wizard:

On thetoolbar, click the Test Configuration Wizard button. The Select Script to Configure dialog box
appears.

Anticipating Error Conditions

You know before beginning aload test that errors are a possibility, but you may not alwayswant them to
stop your progress during testing.

QALoad helpsanticipate error conditionsand determine, before running the test, how Playersreact to non-
fatal errors. By setting one option, you can instruct a Player to continue asif no error was encountered,
stop running immediately, or restart at the beginning of the transaction.

Note: When the Conductor process stops for any reason during a load test, the associated Players
automatically terminate.

Managing Large Amounts of Test Data

With alarge number of virtual users, it ispossible to create atiming file containing hundreds of thousands
of timing records for each checkpoint. Attempting to graph just a few of those checkpoints can slow down
QALoad Analyze considerably.

For example, if atiming file contained 250,000 timing records for each data point, attempting to graph
even one checkpoint meansthat QALoad Analyze must paint 250,000 lineson the graph. Snce most
monitorsonly have 1024 pixels acrossthe screen, the 250,000 data pointswould mostly be plotted atop
one another and the results would be unreadable.

Now imagine attempting to graph the data of several data points of that size. The sheer amount of data
could easily overwhelm a workstation. And every time you move the window, resize the window, or right-
click on the graph, QALoad Analyze hasto re-draw the graph. You could conceivably spend enormous
amounts of time simply attempting to graph data.

To make large amounts of data manageable, QALoad Analyze provides an option that allowsyou to
determine how to thin data. That is, how to determine how many data pointsto plot.

When your test isrunning and your Conductor iscollecting timing information from your Player
machines, the sheer amount of data can take up more of your resourcesthan you would like to expend.
Use QALoad's Timing Data Thinning option to thin the amount of timing data being transferred back to
the Conductor during the test so that your test can run longer without stressing your resources.

Removing Used Datapool Records After a Test

You can remove used datapool recordsfrom a Central datapool after atest completes by setting the Srip
Datapool function before you run thetest. Use thisfunction when running atest where you have datain

11
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the external datapool that can only be used once by one virtual user at atime. (For example, when running
transactionsthat have unique data constraints.) When activated, the Srip Datapool function marks each
piece of datain the datapool that isused during your test. When the test is over, the Srip Datapool
function promptsyou to remove the identified used data from the datapool. If you run the test again, only
new dataisused for your subsequent test.

To use the Strip Datapool function:

1. With the current test's session ID file open, do one of the following:

I Click the script icon § for the appropriate script to display the Script Properties
panel on theright-hand of the window. In the External Data area, click Central
Datapool field and click the browse [...] button in the adjacent field.

OR

! In Grid View window's Script Assignment tab, click the browse [...] button in the External
Data field of the appropriate script. When the Script Properties dialog box appears, click
Central Datapool.

2. In the Central Datapool dialog box, click the browse [...] button to select the Central Datapool file, then select the
Strip check box. Click OK.

3. At the end of your test, a Strip Datapools prompt appears asking if you wish to go to the Strip Datapools screen.
Click Yes.

4. The Strip Central Datapool dialog box appears with the Strip option selected. Click the Strip button.

5. When you are finished, click Close.

Validating Scriptsin Conductor

Before running atest, you should run your script in asimpletest to ensure that it runswithout errors. You
can validate UNIX or Win32 scriptsin the Conductor.

Enabling Expert User

When you enable the Expert User, thisVU collects more detailed information about requeststhat are made
while the script isrunning. Every main request and subrequest logsthe amount of server and network time
used. This helpsdiagnose why page loads may be taking longer than expected. You enable Expert User
from the Conductor, either before or during aload test. Expert User usesthe existing custom counter
support so Conductor can graph the custom counter information. Oncetheload test iscomplete, you can
view the datain Analyze.

Note: Currently, Expert User capability is provided only for the WWW middleware.
You can enable the Expert User:
Before aload test beginsfrom the Visual Designer or Grid View windows.

During aload test from the Runtime window.

To enable Expert User before the load test begins:

1. Do one of the following:

12
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I Using the Visual Designer:

a. Click an individual player machine in the script test setup node to display the Player Properties panel on the
right-hand side of the window.
b. Click the browse [...] button in the Expert User Options field to open the Expert User Options dialog box.
OR
I Usingthe Grid View window:
a. Click the Machine Assignment tab.
b. In the Middleware field for the appropriate WWW script, click the browse [...] button to display the Expert
User Options dialog box.
2. Click Enable Expert User timings.
3. In the Virtual User Number field, type the Virtual User (VU) number to represent the Expert User. The default VU
number is zero (0).
4. Click OK.

To enable Expert User during the load test:

1. Inthe Runtime window, click Actions>Set Expert User Options. The Update Expert User Options dialog box
displays listing all the scripts that support Expert User counters.

2. Click the scripts in which you want to enable Expert User, then click OK.
Note: Selecting Expert User Scripts at the top level enables or disables expert user on all associated scripts.

Overview of Expert User

Expert User provides an easy, logical guide for drilling down to the root performance problemsfor
applications. It enablesyou to break web pages down into their individual components, providing more
detailed response time data. Response time for each component isbroken into network and server time.

More detailed information helpstroubleshoot application performance problems. The ability to see timing
fileson acomponent level can spotlight where the majority of time isbeing spent. A breakdown of
network and server times per component can identify areas for improvement in either the network or
server hardware or configuration, or in application performance.

The main functionality is provided by a special virtual user (VU). When you enable the Expert User, this
VU collects more detailed information about requeststhat are made while the script isrunning. Every
main request and subrequest logsthe amount of server and network time used. This helps diagnose why
page loads may be taking longer than expected. For example, a particular subrequest, such as css, gif, html,
and so forth, may betaking moretimeto download from the server than other requests. Expert User data
can show you this. It also can help you determine whether the problem isanetwork or a server problem.

You enable Expert User from the Conductor, either before or during aload test. Expert User usesthe
existing custom counter support so Conductor can graph the custom counter information.

Oncetheload test iscomplete, you can view the datain Analyze. The Analyze Workspace includes an
Expert User tab, from which you can access detail reports and graphson server and network data. The pre-
defined reportsinclude an Expert User report.

Note: Currently, Expert User capability is provided only for the WWW middleware.

13
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Assigning Scriptsto the Test Session

Script Assignment

Usethe Assign Scripts button on the Visual Designer toolbar, or the Script Assignment tab in the Grid
View window to set up any scriptsthat have previously been recorded and compiled. Any script you add
hereisincluded in your load test, and one virtual user isautomatically assigned to your script. After setting
up your scriptshere, you must assign additional virtual usersto your script from the Properties panein the
Visual Designer, or from the Machine Assignment tab in the Grid View window.

You can also add scriptsto atest session using the Test Configuration Wizard. For more information, see
About the Test Configuration Wizard.

Adding a Script to a Test

To add a script to a test session:

1. Onthe Visual Designer toolbar, click Assign Scripts...
OR

In the Grid View window, click the Script Assignment tab, then click New in the toolbar. The
Assign Scriptsdialog box displays.

2. In the Middleware Type box, select your middleware type.

3. From the list of available scripts that appears in the Available Scripts pane, highlight a script name and click o .
The script is moved to the Selected Scripts pane.

Note: To select more than one script, hold down the Ctrl key and click then scriptsto select, the click adl
To select all scriptsin the Available Scripts pane, click \adl

4. Click Next to display the script transaction configuration dialog box.
5. In the Selected Scripts pane, highlight a script.
6. In the Transactions field, specify the maximum number of transactions that you want each virtual user running this

script to run. Once a workstation executes the number you specify, script execution continues with the line following the
End_Transaction command rather than jumping to the beginning of the transaction loop.

7. Enter a value, in seconds, in the Pacing field. Pacing is the time interval between the start of a transaction and the
start of the next transaction for each virtual user running a script.

8. Enter a value in the Sleep Factor % field to specify the percentage of any originally-recorded delay to preserve in
the script (for example, a value of 80 means preserve 80% of the original delay). Valid values are 0-1000, or Random. The
default value is 100%.

9. To apply these options to all scripts in the Selected Scripts pane, click Apply this to all selected scripts.

10. Click Finish to save your changes to the current session ID file.

Replacing a Script in a Test

You can replace a script in atest session using the Visual Designer or the Grid View window. Usethe
following procedure to replace a script in atest:

14
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To replace a script using the Visual Designer:

1. Inthe Conductor's menu bar, click Actions>Replace Script. The Select Replacement Script dialog box appears.
2. Inthe Middleware Type field, select the middleware environment of the replacement script.

3. Select the replacement script, then click OK.
4.

Assign the script to Player machines, if necessary.

To replace a script using the Grid View window:

1. Inthe Grid View window, click the Machine Assignment tab.
2. Inthe Script Name field, select the script to replace, then select the new script from the drop-down dialog box.

3. Assign the script to Player machines, if necessary.

Removing a Script or a Player from a Test

To remove a script from a test:

1. Right-click on the script icon @ for the appropriate script, then select Remove Script.

2. In the confirmation dialog box, click Remove.

To remove all scriptsfrom a test:

1. Click Actions>Remove All Scripts.

2. In the confirmation dialog box, click Remove.

To remove a single Player from a test:

1. Inthe script test setup node, right-click on the Player to remove, then select Remove Selected.

2. In the confirmation dialog box, click Remove.

To remove all Playersfrom atest:

1. Click Actions>Remove All Players/Groups.

2. Inthe confirmation dialog box, click Remove.

Assigning Player Machines

Machine Assignment

Usethe Assign Players/Groupsbutton on the Visual Designer toolbar, or usethe Machine Assignment
tab in the Grid View window to open the Assign Players/Groups dialog box and assign scriptsto specific
Player workstations. You also can drag and drop individual Player machinesin selected script test setup

nodesin the Visual Designer.
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Saving Machine Configurations

After configuring the machinesto use for aload test, you can save the machine configuration information
into a configuration file (.cfg) that can bereused in later tests. This saves you significant time setting up
later tests. A configuration fileincludesinformation about which machineson the network were used as
Player machines. You can save multiple configurations under different names. By default, when first using
QALoad, the Conductor uses a configuration file named Def aul t . cf g. The Conductor saves any changes
to your machine configurationsto thisfile unless you save your configuration to a new file with a different

name.

You can open or save .cfg files from the Manage Players/ Groups dialog box. The .cfg field always displays
the active configuration.

To create a new, empty .cfg file:

1.

A A

On the Conductor toolbar, click Tools>Manage Players. The Manage Players/Groups dialog box displays.

Click File>New>Player or click the New icon =17 on the toolbar.
In the Player Information area of the window, type a name in the Machine [hostname or IP] field.
Click File>Save as... On the Save As dialog box, specify a name for the new file and click Save.

Add the necessary Player and agent machines using the fields and buttons on the Manage Players/Groups dialog
box. The machines you configure are saved automatically to the file you just created.

To rename the current .cfg file:

1.
2.
3.

On the Manage Players/Groups dialog box, click File>Save As...
On the Save As dialog box, specify a name for the new file and click Save.

Make any necessary changes to the configuration. Your changes are saved automatically to the file you just created.

To open a previously created .cfg file:

1.
2.

On the Manage Players/Groups dialog box, click File>Open. The Open Machine Configuration dialog box displays.

Choose the .cfg file to open.

Note: The .cfg file only storesinformation about Player machines. It does not store information specific to a
test, such as script names or settings. Test specific information is saved in the session ID file. A session ID file
for a specific test savesthe name of the .cfg file associated with that test, and opens it automatically when the
session ID file isopened. You can change the .cfg file at any time without being concerned about the session
ID file.

Removing a Script or a Player from a Test

To remove a script from a test:
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1. Right-click on the script icon @ for the appropriate script, then select Remove Script.

2. In the confirmation dialog box, click Remove.

To remove all scriptsfrom a test:

1. Click Actions>Remove All Scripts.

2. Inthe confirmation dialog box, click Remove.

To remove a single Player from atest:

1. Inthe script test setup node, right-click on the Player to remove, then select Remove Selected.

2. In the confirmation dialog box, click Remove.

To remove all Playersfrom atest:

1. Click Actions>Remove All Players/Groups.

2. Inthe confirmation dialog box, click Remove.

Assigning Scriptsto Player Workstations

Once you've added scriptsto your test session, you must assign scriptsto Player workstations and set up
Virtual User configurations. You can use:

I the drag and drop method from the Players/Groups panel
I the toolbar in the Visual Designer

I the Machine Assignment tab in the Grid View

Note: You cannot run multiple OFS scripts with different Forms Environment settings or different
Connection Mode settings on the same player.

To assign playersusing the drag and drop method from the Players/ Groups panel:

Note: Use the Player Properties panel in the Visual Designer to set the optional Expert User options for
WWW scripts.

1. Select a machine or group from the list in the Players/Groups window, then drag and drop it into the appropriate
script test setup node. The Configure All Players/Groups dialog box appears.

2. Use the arrow keys in each field to set the following options:

I Sarting VUs - Number of Virtual Usersto launch the script on the machine when the
test begins.

! Ending VUs- Number of Virtual Usersat the end of the test.

I VU increment - Number of virtual usersto add at intervalsthroughout the test.

Note: If you add incremental virtual users, you must designate the time interval and the ending
virtual users.

I Timeinterval - Timeinterval at which incremental virtual usersshould be added to the test.
! Mode- Thetest mode for the machine. You can select thread based or process based.

17



Using the Conductor

To use these options for all players and groups in the script, click Assign to all selected players and groups.

Click Finish.

Click File>Save in the Conductor main menu.

To assign playersusing the toolbar in the Visual Designer:
Note: Use the Player Properties panel in the Visual Designer to set the optional Expert User options for

WWW scripts.

1. Click the appropriate script icon in the Visual Designer.

2. Click the Assign Players/Groups button "% in the toolbar. The Assign Players/Groups dialog box appears.

3. Select the Player machine or group, then click Next to display the Configure All Players/Groups dialog box.

Click the arrows in the fields to set the following options:

Starting VUs - Number of Virtual Usersto launch the script on the machine when the
test begins.

Ending VUs - Number of Virtual Usersat the end of the test.

VU increment - Number of virtual usersto add at intervalsthroughout the test.

B Note: If you add incremental virtual users, you must designate the time interval and the ending
virtual users.

Timeinterval - Timeinterval at which incremental virtual users should be added to the
test.

Mode - Thetest mode for the machine. You can select thread based or process based.

To use these options for all players and groups in the script, click Assign to all selected players and groups.

Click Finish.

Click File>Save in the Conductor main menu.

To assign playersusing the Grid View:
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1. Inthe Machine Assignment tab, click the down arrow in the Player Name field, then select a player from the list.

2. (Optional - WWW only) In the Middleware field, click the browse [...] button to open the Expert User Options dialog
box. If you enable the Expert User, select the Virtual User number to represent the Expert User.

3. Click each of the following fields to set options for:

Starting VUs - Type the number of Virtual Usersto launch the script on the machine
when thetest begins.

Ending VUs - Type the number of Virtual Usersat the end of the test.

VU Increment - Usethe arrowsin the field to set the number of virtual usersto add at
intervalsthroughout the test.

Timing Interval - Click the browse [...] button in thefield to open the Set Time
Interval dialog box. Set thetime interval at which incremental virtual users should be
added to the test.

Note: If you add incremental virtual users, you must designate thetime interval and the
ending virtual users.
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I Mode- Usethearrowsin thefield to select the test mode for the machine. You can select
thread based or process based.

4, Click File>Save in the Conductor main menu.

Setting Script Properties

Enabling and Disabling ApplicationVantage Mode

Use the Script Properties panel to enable ApplicationVantage mode. This option isonly available if
ApplicationVantageisinstalled on the Player machine.

Note: Setup the ApplicationVantage settings using the Tools menu, then selecting Manage Players to
open the Manage Players/ Groups dialog box.

To enable ApplicationVantage mode from the Script Properties panel:

Click the script icon @ for the appropriate script to display the Script Properties panel on theright-had
side of the window. In the Script Properties panel, click the ApplicationVantage Mode field, then use the
arrow key to enable or disable ApplicationVantage mode. Selecting:

I True enables ApplicationVantage mode

I False disables ApplicationVantage mode

Setting External Data Options

Usethe external data optionsto add or remove attached files, specify a central datapool file, or specify
local datapool filesused by your script. You can setup external optionsusing the Script Properties panel in
the Visual Designer, or using the Grid View window.

To assign a Local Datapool file used by the script:
Note: A local datapool file must reside in the directory \ QALoad\ Datapools on the Player workstation.

1. Do one of the following:

I In the Visual Designer, click the script icon § for the appropriate script to display
the Script Properties panel on theright-hand side of the window, then click the browse
[...] button in the Local Datapoolsfield. The Script Properties dialog box appears with
the Attached Fileswindow displayed.

OR

! Inthe Grid View window, select the Script Assignment tab, then click the browse [...] button
in the External Data column. The Script Properties dialog box appears. Click Local Datapools.

2. Click Add. The Choose a Local Datapool File dialog box appears.

3. Select a file, and click Open.
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4. Repeat steps 2 and 3 to include additional datapool files.
5. Click OK.

To assign attached filesused by the script:

1. Do one of the following:

I Open the Script Properties panel for the appropriate script, then click the browse [...]
button in the Attached Filesfield. The Script Properties dialog box appears with the
Attached Fileswindow displayed.

OR
I Inthe Grid View window, select the Script Assignment tab, then click the browse [...] button
in the External Data column. The Script Properties dialog box appears. Click Attached Files.
2. Click Add. The Choose a file to attach dialog box appears.
3. Select a file, and click Open.

To assign a Central Datapool file used by the script:

1. Do one of the following:

I Open the <ript Properties panel for the appropriate script, then click the browse [...]
button in the Central Datapool field. The Script Properties dialog box appears with the
Central Datapool window displayed.

OR
I Inthe Grid View window, select the Script Assignment tab, then click the browse [...] button
in the External Data column. The Script Properties dialog box appears. Click Central
Datapool.
2. Click Browse. The Choose a Central Datapool File dialog box appears.
3. Select a file, and click Open.
4. (Optional) Select Rewind to rewind the records from this datapool at the end of a test. This enables you to reuse the

records in a subsequent test of this session.

5. (Optional) Select Strip to remove the datapool records from the test so that they cannot be used again.

Setting Middleware Options for Citrix and SAP

You can set the following custom options for Citrix and SAP middlewares:

Middlewar Option Description
Type

Citrix Hide Graphical User Interface Runs Citrix in "windowless" mode.
for Citrix Users

SAPGUI Hide Graphical User Interface Runs SAPin "windowless' mode.
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for SAP Users

You can setup Citrix and SAP middleware optionsusing the Sript Properties panel in the Visual Designer
orin the Grid View window.

To set the middleware optionsin the Visual Designer's Script Properties panel:

1. Click the appropriate Citrix or SAP script icon @ . The Script Properties panel appears on the right-hand of the
window.

2. Select the Hide Citrix/SAP graphical user interface field, and use the arrow key to select the desired middleware
option. You can select:

I True-to hidethegraphical user interface

I False-to display the graphical user interface
3. Click OK.

To set the middleware optionsin the Grid View window:

1. Inthe Script Assignment tab, select the appropriate Citrix or SAP script.

2. Inthe Middleware column, click the browse [...] button. The Middleware Options dialog box appears.
3. Select Hide graphical user interface during replay to run the script in windowless mode.
4. Click OK.

Setting Debugging Options for a Script

If you encountered errorswhile validating or testing a script, use QALoad's debugging optionsto monitor
the Player(s) that generated errorswhile they are running or after the test.

You can watch avirtual user execute a script on a Player Workstation whileit isrunning. To monitor
selected virtual usersat runtime, enable the Debug Trace option before you run your test. Each virtual user
for which you enabled Debug Trace displays messages on its assigned Player workstation indicating which
commands are being executed.

You can instruct the Conductor to generate and save details about the script execution of selected virtual
users by enabling Logfile Generation before you run your test. Thisappliesto Citrix, ODBC, Oracle, Oracle
Forms Server, SAP, Winsock, or WWW only.

You can set the Debug Optionsusing the Script Properties panel in the Visual Designer, or using the Grid
View window.

To enable the Debug options:

1. Do one of the following:

I In the Visual Designer, click the script icon § for the appropriate script to display the Script
Properties panel on theright-hand side of the window, then click the browse [...] button in the
Debug Optionsfield. The Debug window of the Script Properties dialog box appears.

OR
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I Inthe Grid View window, select the Script Assignment tab, then click the browse [...] button
in the Debug Optionscolumn, for the appropriate script. The Debug window of the Script
Properties dialog box appears.

2. On the Debug Options dialog box, you can choose the following options:

! Toenablethe Debug Trace option: in the Debug Trace Virtual User Range area, choose which
virtual users (if any) to monitor. You can choose None or All Virtual Users, or choose Virtual
User(s) and then type the numbersassigned to the virtual usersyou want to monitor. You can
monitor individual virtual usersor ranges of virtual users.

I Toenable Logfile Generation: in the Logfile Generation Virtual User Range area, choose which
virtual users (if any) to monitor. You can choose None or All Virtual Users, or choose Virtual
User(s) and then type the numbersassigned to the virtual usersyou want to monitor. You can
monitor individual virtual usersor ranges of virtual users.

3. Click OK to save your changes.
4, From the Conductor's main menu, click File>Save to save your test session ID.
5. Run your test as usual.

Note: Some log files are generated automatically when you run a test in the Script Development
Workbench or Player.

Setting Error Handling Options

You can configure the behavior of a virtual user when an error occursduring the load test so that the test
aborts or continues executing. You can set the Error Handling Optionsusing the Script Properties panel in
the Visual Designer, or using the Grid View window.

To set the Error Handling options:

1. Do one of the following:

I In the Visual Designer, click the script icon § for the appropriate script to display the Script
Properties panel on theright-hand side of the window, then click the browse [...] button in the
Error Handling field. The Error Handling page of the Script Properties dialog box appears.

OR
! Inthe Grid View window, click the Script Assignment tab, then click the browse [...] button

in the Error Handling field for the appropriate script . The Error Handling page of the Script
Properties dialog box appears.

2. Select the option you want applied to the script. You can select:

I Abort, stopping further execution of transactions. Use thisoption when errors will make the
virtual user invalid for executing more transactions.

I Continue executing and ignore the error. Select thisoption when errorsare not critical to the
performance of the load test

I (WWW, SAPGUI, and Citrix scriptsonly) Restart the transaction from the beginning. When
you select thisoption, you must type anumber for the attempts made to restart the transaction
in the Maximum restart attemptsfield.

Note:The transaction count increases for each transaction that isrestarted.
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3. (Optional) Select Apply Error Handling to all scripts in this session. This ensures that all scripts in the session
respond to errors the same way.

Setting Script Pacing

Script Pacing isthetimeinterval between the start of atransaction and the beginning of the next
transaction on each workstation running the script. For example: if atransaction isdesigned to duplicate
the process of someone handlingincoming telephone callsand those calls arrive at arate of 40 per
hour/per person, set the pacing rate at 90 seconds. The default pacing value is one second, which enables
the Conductor to control runaway virtual users.

Note: QALoad randomly schedules transactions so that each transaction executes on an average according
to this predetermined rate. When a transaction completes faster than its pacing rate, QALoad delays the
execution of the next transaction for that workstation so that proper pacing is met. Snce we do not normally
time events according to this predetermined rate, QALoad randomly accelerates or delays the pacing on a
workstation-by-workstation basis. However, on the average, QALoad provides pacing according to the value
that you assign.

You can set the Pacing rate using the Script Properties panel in the Visual Designer, or using the Grid View
window.

To set the Pacing rate:

1. Do one of the following:

! In the Visual Designer, click the script icon @ for the appropriate script to display the Script
Properties panel on theright-hand side of the window, then click the browse [...] button in the
Pacing field. The Set Script Pacing dialog box appears.

OR

! Inthe Grid View window, click the Script Assignment tab, then click the browse [...] button
in the Pacing field. The Set Script Pacing dialog box appears.

2. Use the arrows in each field to set the pacing rate. You can set Hours, Minutes, Seconds, and Milliseconds.
3. Click OK.

Setting the Service Level Threshold

Use the service level threshold to specify aresponse timethat isused to compare against incoming
responsetime data. Thethreshold appearsasahorizontal linein theruntime Graphsview.

Service level thresholdsare similar to thresholdsthat can be specified for real-time graphsin the
Conductor, but are limited to transaction time and must be specified before atest runs.

Set the Service Level Threshold in the Visual Designer's Script Properties panel.

To set the service level threshold:

1. Inthe Visual Designer, click the script icon @ for the appropriate script to display open the Script Properties
panel on the right-hand side of the window.
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2. Inthe Service Level Threshold field, click the browse [...] button to open the Set Service Level Threshold dialog
box.

3. Use the arrow keys in the Hours, Minutes, and Seconds fields to set the threshold.

4. Click OK.

Setting the Sleep Factor Percentage

Use the Seep Factor % field to specify the percentage of any originally recorded delay to preservein the
script. QALoad recordsthe actual delays between requests and insertsthe DO_S_EEP command in the
script to mimic those delayswhen the script is played back in atest. You can maintain the exact length of
therecorded delays at playback, or shorten them by entering a smaller percentage of the originally
recorded delay to play back. For example, if you recorded a delay of 10 seconds, then DO_S EEP (10); is
written to your script. Then, if a Seep Factor of 50% is specified here, the Player sleepsfor 5 seconds at that
statement when the test isexecuted.

Valid values for Seep Factor % are 0-1000%, and Random. Random causes the Player to sleep for a
randomly selected duration between 0 and 100. A value of 100% causesthe script to execute at exactly the
same speed at which it wasrecorded; therefore, you can simulate the performance of faster users by
specifying a lower Seep Factor % value.

' Hint: Enter a value of zero during unit testing to eliminate the actual deeps from the script. After you unit
test the script, you can restore the original recorded delays by changing the Seep Factor to a higher
percentage.

You can set the sleep factor percentage using the Script Properties panel in the Visual Designer, or using
the Grid View window.

To set the Sleep Factor percentage:

1. Do one of the following:

I In the Visual Designer, click the script icon § for the appropriate script to display
the Script Properties panel on theright-hand side of the window.

OR

I In the Grid View window, click the Script Assignment tab, then click the Sleep Factor
% field for the appropriate script.

2. Inthe Sleep Factor % field, do one of the following:
I Click thearrow in the field to select Random or 100
OR
I Typethe number representing the percent of the originally recorded delay to keep in the script.

3. In the Conductor, click File>Save.

Setting Options for Large Amounts of Timing Data

Your load test probably includes alarge number of checkpointsand virtual usersin order to adequately test
your system. When your test isrunning and your Conductor iscollecting timing information from your
Player machines, the sheer amount of data can take up more of your resources than you'd like to expend.
Use QALoad's Timing Data Thinning option to thin the amount of timing data being transferred back to
the Conductor during the test so that your test can run longer without stressing your resources.
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You can set the Timing Optionsusing the Script Properties panel in the Visual Designer, or using the Grid
View window.

To open the Timing Options dialog box:

I In the Visual Designer:

1. Click the script icon @ for the appropriate script to display the Script Properties panel on the right-hand side of
the window.
2. In the Timing Options field in the Script Properties panel, click the browse [...] button. The Timing page of the

Script Properties dialog box appears.
I Inthe Grid View window:
0. Click the Script Assignment tab.

1. Inthe Timing Options column, click the browse [...] button. The Timing page of the Script Properties
dialog box appears.

To set timing options:

In the Timing Options area of the dialog box, select optionsfor checkpointsand for custom counter data
collection. For more information on these options, refer to Timing Options.

To thin timing data:

1. Inthe Timing Data Thinning area of the dialog box, choose one or both of the following:

! Thin counter timing data by to control the amount of counter timing datathat is
collected and saved in the timing file. Do not select thisoption if you want to collect all
availabletiming data for counters.

! Thin checkpoint timing data by to control the amount of checkpoint timing data
that iscollected and saved in thetiming file. Do not select thisoption if you want to
collect all available timing data for checkpoints.

3. Do one of the following:

I Select Script to thin data by script. In the Summary interval field, type the number of
seconds between each data collection.

I Select Virtual User to thin data by virtual user. In the Summary interval field, typethe
number of seconds between each data collection.

Note: Thinning by script minimizes the amount of data collected.

4. The average is sent to the Conductor for inclusion in the timing file, rather than every value.
Click OK.
6. Save your changes to your test session ID file by choosing File>Save from the Conductor main menu.

Setting the Number of Transactions

Usethe Transactionsfield to set the number of transactionsthat each Virtual User running the script
should run. Once the workstation executesthe number of transactionsthat you specify, script execution
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continues with the line following the End Transaction command rather than jumping to the beginning of
the transaction loop.

You can set the number of transactionsusing the Script Properties panel in the Visual Designer, or using
the Grid View window.

To set the number of transactionsin the Visual Designer:

1. Click the scripticon @ for the appropriate script. The Script Properties panel displays on the right-hand side of
the window.

2. Inthe Transactions field, type the number of transactions that each Virtual User should run.

3. From the Conductor menus, click File>Save.

To set the number of transactionsin the Grid View window:

1. Click the Script Assignment tab.

2. Inthe Transactions column for the appropriate script, use the arrow keys to select the number of transactions that
each Virtual User should run.

3.  From the Conductor menus, click File>Save.

Setting Player Properties

Specify Virtual User Configurations

Once you've selected the scriptsand configured the transaction settings, you must assign Player machines
and groups, and set the Virtual User configurations. You can set the Virtual User configurationsusing:

I the toolbar in the script test setup node in the Visual Designer
I the Player Properties panel in the Visual Designer
I the Machine Assignment tab in the Grid View

I the toolbar in the main Visual Designer window

To set the Virtual User configurationsin the script test setup node:

1. Click the appropriate Player in the script test setup node in the Visual Designer.

2. Click the Configure All button r"“ in the script test setup node toolbar. The Configure All Players/Groups dialog
box appears.

3. Click the arrows in the fields to set the following options:

I Starting VUs - Number of Virtual Usersto launch the script on the machine when the
test begins.

! Ending VUs- Number of Virtual Usersat the end of the test.

I VU increment - Number of virtual usersto add at intervalsthroughout the test.

Note: If you add incremental virtual users, you must designate the time interval and the ending
virtual users.

I Timeinterval - Timeinterval at which incremental virtual users should be added to the test.
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! Mode- Thetest mode for the machine. You can select thread based or process based.

To use these options for all players and groups in the script, click Assign to all selected players and groups.
Click Finish.

Click File>Save in the Conductor main menu.

To set the Virtual User configurations using the Player Properties panel of the Visual Designer:

1.

4.
5.

6.

Click the individual Player in the script test setup node in the Visual Designer. The Player Properties panel displays
on the right-hand side of the window.

In the [Starting VUs] field, type the number of Virtual Users to launch the script on this machine when the test
begins.

(Optional) In the [VU Increment] field, type the number of virtual users that should be added at intervals. When you
fill in this field, you must also fill in the Time Interval and Ending VUs fields.

In the Ending VUs field, type the number of Virtual Users at the end of the test.
In the Mode field, use the arrow to select the test mode, process-based or thread-based, for this Player.

(Optional) In the Time Interval field, click the browse [...] button to display the Set Time Interval dialog box.

B Note: If you filled in the VU Increment field, you must fill in the Time Interval.

7.

Use the arrows in the Hours, Minutes, and Seconds fields to set the time interval at which incremental Virtual

Users should be added to the test, then click OK.

8.

Click File>Save in the Conductor main menu.

To set the Virtual User configurations using the Grid View:

1.
2.

In the Machine Assignment tab, click the down arrow in the Player Name field, then select a player from the list.

(Optional - WWW only) In the Middleware field, click the browse [...] button to open the Expert User Options dialog
box. If you enable the Expert User, select the Virtual User number to represent the Expert User.

Click each of the following fields to set options for:

I Sarting VUs - Type the number of Virtual Usersto launch the script on the machine
when thetest begins.

I Ending VUs- Typethe number of Virtual Usersat the end of the test.

' VU Increment - Usethe arrowsin thefield to set the number of virtual usersto add at
intervalsthroughout the test.

I Timing Interval - Click the browse [...] button in the field to open the Set Time
Interval dialog box. Set thetime interval at which incremental virtual users should be
added to the test.

Note: If you add incremental virtual users, you must designate thetime interval and the
ending virtual users.

I Mode- Usethearrowsin thefield to select the test mode for the machine. You can select
thread based or process based.

Click File>Save in the Conductor main menu.

To set the Virtual User Configurations using the Visual Designer toolbar:

1.

Select the appropriate script test setup node, then click Review Virtual Users in the Visual Designer toolbar.
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2. Use the columns in the Review Virtual Configuration dialog box to set the Virtual User configurations for each Player
listed.

Changing the Number of Virtual Users

Change the number of virtual users assigned to a script using the Visual Designer or on the Machine
Assignment tab of the Grid View window.

To change the number of virtual usersusing the Visual Designer:

1. Do one of the following:

I In the Visual Designer window, select a player machine in the appropriate script node.
The Player Properties panel displayson the right-hand of the window. Type a new value
in the Starting VUs column of the Player Properties panel.

OR

I Click Review Virtual Users ‘&’ IR = in the Visual Designer toolbar, then type a

new valuein the Starting VUs column for the selected script. Click OK.

2. If you have assigned incremental virtual users, change the values in the VU Increment column and the Ending
VUs column to determine how many virtual users to add at the interval specified in the Time Interval column.

3. Select File>Save to save your changes to the current session ID file, or File>Save As to save them to a new
session ID file.

To change the number of virtual usersusing the Grid View:

In the Machine Assignment tab, type a new value in the Starting VUs column for the selected script.

2. If you have assigned incremental virtual users, change the values in the VU Increment column and the Ending
VUs column to determine how many virtual users to add at the interval specified in the Time Interval column.

3. Select File>Save to save your changes to the current session ID file, or File>Save As to save them to a new
session ID file.

Managing Players and Groups

Overview of Players and Groups

You can configure the various machines and agentsthat will participate in aload test from asingle screen.
Click Tools>Manage Playersto display the Manage Players/Groups dialog box, where you can configure
Player Machines, Player Groups, and ApplicationVantage settingsinformation from asingle screen.

You should use thisoption to update Player or Agent information whenever a Player or Agent isadded to
thetest network, removed from the test network, or the network address of a Player or Agent has changed.

You can collect Player machinesinto logical groupsusing the Group Membership optionsin the dialog
box.
Player Agents

Player machines execute the virtual usersthat perform the transactionsrecorded in your test scripts. You
can view information on Player machinesfrom either the Visual Designer or the Grid View window. If no
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Player machines are listed, you can retrieve information from Player machineson thelocal network, or you
can add Player machines manually.

Adding Player Machinesto a Test Session

Follow these instructionsto add a Player workstation to your pool of available Playersin atest's session ID
file.

To add a new Player machine:

1. From the Conductor's main menu, click Tools>Manage Players. The Manage Players/Groups dialog box displays.

2. Click File>New>Player. A new page displays in the detail area of the dialog box, where you enter information and
settings for the new Player.

To enter information and settings for the new Player:

Enter information for the new Player in the following areas of the dialog box.

In the Player Information area:
1. Inthe Machine (hostname or IP) field, type a name for the Player Machine.

2. Inthe Communications [TCP] port field, type the port number the Conductor should use to communicate (using
TCP) with this machine during a test. The default is 3032.

3. Click Verify to check that the machine is active. The Player or Agent returns the operating system, processor type,
amount of memory, and the maximum threads and processes available on the machine.

Note: If a Player does not respond, a message box appearsindicating that the Player is not responding. If
the Player is not responding, one of the following scenarios is likely:

I Thehost name and/or port number you entered may not be correct. Check your
parameters and network connections, then try to send another request.

I ThePlayer isnot running. Sart the Player and then try to send another request.

Expand the Machine Settings area (Optional):

4. Select desired options to ping the host before attempting connection to the player, generate IP spoof data, or
override the default machine settings.

5. Close the Machine Settings.

Expand the Group Membership area (Optional):

6. In the Available Groups pane, select a group to which you want this Player Machine added, then click Add.
7. The selected groups are moved to the Member of Groups pane.

8. Close the Group Membership.

Note: You also can add a Player to a Group by dragging and dropping the Player from the list in the
Players area to the appropriate Group in the Groups area, or by dragging and dropping a Group in there
Groups area to a Player int he Players area.

In the ApplicationVantage Settings area:

Note: The fields on thistab are available only if ApplicationVantage is installed on the Player Machine and
ApplicationVantage Mode is selected when you choose a script in the Script Assighment tab.
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From the drop-down list in the NIC Name field, select the Network Interface Card (NIC) that isused by
the machine, if necessary.

To save the Player machine:

Click Save, then click OK. The Player Machine appearsin the Manage Players and Groups dialog box
in the All Player Machines and Groups tree.

Editing a Player Machine

From the Conductor'smain menu, click ToolssSManage Players. The Manage Player Machines and Groups
dialog box displays. Use the following procedure to edit Player Machines.

To edit a Player machine:

Select an individual Player Machine in the Players|list.
In the Player Information area:

1. Inthe Communications port field, type the port number the Conductor should use to communicate (using TCP) with
this machine during a test. The default is 3032.

2. Click Verify to check that the machine is active. The Player or Agent returns the operating system, processor type,
and amount of memory on the machine.

In the Machine Settings area:
1. Open the Machine Settings area.
2. Make any necessary selection or changes here, then close the Machine Settings.
In the Group Membership area (Optional):
1. Open the Group Membership area.
2. Add the Player to appropriate groups by selecting a group in the Available Groups pane and clicking Add.
3. Close the Group Membership.
In the ApplicationVantage Settings area:
Note: These fields are enabled only if Application Vantage isinstalled on the Player machine.
! In the NIC Name field, select the Network Interface Card (NIC) that is used by the machine.

Save the editsto the Player machine:

I Click Save to save your settings for this player machine, then click OK.

To delete a Player machine:

Select the Player machinein the Players panel, then click Edit>Delete.
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Discovering and Verifying Player Machines

In Conductor, you can retrieve information from Player machines on the local network by doing the
following:

To discover and information on Player machines:

1. Click Tools>Manage Players. The Manage Players/Groups dialog box displays.

2. Click Actions>Discover Players. QALoad Conductor queries the network for available Player workstations and
adds the results under Player Machines in the Players area.

To verify a Player machine:

1. Inthe Players area of the screen, select the Player machine to verify.

2. Inthe Communications [TCP] port field in the Player Information area, click Verify. A confirmation dialog box
appears when the verification is successful.

Viewing Information on Player Machines

In Conductor, you can retrieve information from Player machineson the local network by doing the one
of following:

To view information on Player machinesin the Visual Designer:

In the script node, select the individual Player you want to view. The information on the Player appearsin
the Properties panel on theright-hand side of the window.

To view information on the Player in the Grid View:

Click View>Grid Window to display the Grid View window, then click the Machine Assignment tab to
display information on the Player.

Adding a Group

You can combine playersinto logical groupsusing the following procedure:

To create a group:

1. From Conductor's main menu, click Tools>Manage Players. The Manage Players/Groups dialog box displays.
2. Click File>New> Group. The Group Information dialog box appears.

3. Inthe Name field, type a name for the group.
4.

In the Description field, type a description for the group.

To add Playersto the group:
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1. Inthe Available Players panel, select the player or players to add to the group.
2. Click Add. The Player is moved to the Member Players pane.

Note: You can select more than one machine by holding down the Ctrl key and selecting each Player
Machine to select. Select all the available Player Machines by clicking Add All.

3. Click Save, then click OK.

Editing a Group

Use the following procedure to edit a group.

To edit a group:

1. On Conductor's main menu, select Tools>Manage Players. The Manage Players/Groups dialog box displays.
2. Select a group in the Groups panel to display the Group Information window.

3. Use the fields in this dialog box to change the Group Name or Description.
4.

To add a Player Machine to the group, use the procedures for adding a Player machine to a group.

To remove a Player from the group:

1. Select the Player machine in the Member Players panel, then click Remove.

2. Click Save to save your changes, then click OK to return to the main Conductor window.

Integration and Server Monitoring

Server and Performance Monitoring

QALoad integrates several mechanisms for merging load test response time data with server utilization data
and performance metrics. Select the method that best suitsyour needs, or for which you are licensed (if
applicable). Most methods produce datathat isincluded in your load test timing results and processed in
QALoad Analyze. The only exception is Application Vantage. Data captured from ApplicationVantage can
be opened in ApplicationVantage, but not in QALoad.

This section briefly describes each method, and provideslinksto more detailed information about setting
up atest that includesthe appropriate method.

! Remote Monitoring — allows you to monitor server utilization statistics from a remote machine without installing any
software on the remote machine.

I ServerVantage — integrates with your existing ServerVantage installation. You must be licensed for and have
installed and configured the appropriate product in order to integrate with QALoad .

I ApplicationVantage — collects test data that you can open in ApplicationVantage.

I Vantage Analyzer - enables you to easily drill into specific problem transactions to determine the cause of
bottlenecks in your production applications
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Integration and Monitoring Requirements

Integration Requirements

ApplicationVantage
I QALoad supports integration with ApplicationVantage 10.0 Service Pack 2, 10.1,1 10.2, and 11.0.

! Integration with ApplicationVantage is supported on the Windows platform only.

ServerVantage
I QALoad supports integration with ServerVantage (SVI Monitoring) 10.0, 10.1, 10.2, and 11.0.

I QALoad supports integration with ServerVantage (Remote Monitoring) 10.1 Service Pack 1.5 only.

ClientVantage

QALoad supportsintegration with ClientVantage. QALoad is packaged with the current version of
ClientVantage at time of release.

Vantage Analyzer

QALoad supportsintegration with Vantage Analyzer 10.1 Service Pack 1.

Monitoring Requirements

In addition to the integration requirements, your system may need to meet specific requirementsto
support remote monitoring.

JVM Requirements

Oracle Application Server (AS), VM, SAP, WebLogic, WebShere, and WebShere MQ monitoring all
require WM installed on the Conductor machine.

! For Oracle AS monitoring, if monitoring Oracle AS 10g, you must use Java Virtual Machine 1.5.
! For SAP monitoring, you must use JVM 1.4.

! For WebLogic monitoring version 7 and earlier versions, use JVM 1.3. For WebLogic version 8.1, use JVM 1.4. For
WebLogic 9, use JVM 1.5. You may also use the JVM that is distributed with the WebLogic Application Server.

! For WebSphere monitoring, you must use the JVM provided with the WebSphere client or server.

! For WebSphere MQ monitoring, you must use JVM 1.4.

File Installation Requirements

Oracle Application Server (AS), SAP, WebLogic, WebSphere, WebSphere MQ, WMI, and Cold Fusion
monitoring require the following files.

Oracle AS
For Oracle AS10g, you must store copies of the dms.jar, xmlparserv2.jar, ons.jar, and optic.jar filesfrom
the monitored Oracle ASserver on the Conductor machine.
SAP Monitoring
The SAPfileslisted below must be placed on the Conductor machine:
! librfc32.dlI
I sapjco.jar

I sapjcorfc
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To obtain thesefiles, install the SAP Java Connector package (JCo) on the Conductor machine. The JCo
package is available from SAP. Add the location of the files, to the Path System Variable of the Conductor
machine. For more information, refer to the Requirements for SAP Remote Monitoringtopicin the
ServerVantage Reconfigure Agent Online Help.

W ebLogic Monitoring

The weblogic.jar file must be placed on the Conductor machine. Copy thejar file from thelib directory of
the WebLogic application server to a separate directory in the Conductor machine. If you are monitoring
WebLogic version 8.1, copy the weblogic.jar and webservices.jar filesto the same directory. If you are
monitoring WebLogic 9.x, copy the weblogic.jar and wljmxclient.jar fileto the same directory. For more
information, refer to Requirements for WebLogic Remote Monitoring in the ServerVantage Reconfigure
Agent Online Help.

W ebJhere Monitoring

Note the following requirements for WebShere monitoring:

I TheWebSphereclient filesmust be installed on the Conductor machine. Installing the WebShere
Application Server Admin Server software on the Conductor machine providesthe necessary client
files. Note the directory path of the WebSphere\ AppServer\ Java files. For more information, refer
to Requirements for WebSphere Remote Monitoring in the ServerVantage Reconfigure Agent
Online Help.

I TheJavaHome for the monitoring task must be setup for compatible Java version; for example,
WebSphere\ AppServer\ Java.

I If authentication isrequired and soap.client.props and ssl.client.props authentication files are
installed in a custom directory, you must also place copies of thefilesin
WebSphere\ AppServer\ properties.
W ebSphere MQ Monitoring
The WebSpohere client fileslisted below must be placed in adirectory on the Conductor machine:
I com.ibm.mq.jar
I com.ibm.mq.pcf.jar
I connector.jar

Thefilesmay be obtained from theinstallation of the WebSphere Application Server Admin Server
software on the Conductor machine. If the installation doesnot include the com.ibm.mgq.pcf.jar file,
obtain thefile from the IBM Support Pac M S0B. See "http://www-
l.ibm.com/support/docview.wss?rs=171& uid=swg24000668&loc=en_US& cs=utf-8&lang=en".

For more information, refer to Configuring W ebSphere MQ for Remote Monitoringin the ServerVantage
Reconfigure Agent Online Help.
W MI Monitoring

WM security must be enabled on the monitored server machine and the WM service must be started. For
moreinformation, refer to Configuring WMI for Remote Monitoring in the ServerVantage Reconfigure
Agent Online Help.

Cold Fusion Monitoring

Performance Monitoring must be enabled from the Cold Fusion Administrator Page — Debugging Settings
of the monitored server machine. Cold Fusion isavailable under Windows Registry monitoring.

Rstat Monitoring
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ServerVantage Agent must be installed with QALoad.

Host Verification for QALoad Monitoring

! Ensure host accessibility. Add an entry for the monitored machine to the system hosts file of the Conductor
machine. Consult the network administrator for more information.

I Test host availability. Type the following command at the Run command: ping <noni t ored nachi ne nane>.

Remote Monitoring
Overview of Remote Monitoring

Remote Monitoring enables you to extract data from Windows Registry, VM, Oracle Application Server
(A9, SAP, INMP, ServerVantage, Vantage Analyzer, WebLogic, WebSphere, WebShere MQ, Rstat, and
WMI counterson the serversunder stress without installing any software on the servers.

Note: Select counters for monitor typesin the application.

To use Remote Monitoring:
I You must have login access to the machines you want to monitor.

I You must select the servers and counters to monitor on the machines you identify using the monitoring options on
Conductor's Manage Monitoring Tasks window.

I To collect SNMP counters, SNMP must be enabled on the Remote Monitor machine. Refer to your operating system
help for information about enabling SNMP.

I To collect Windows registry counters, you must have a valid sign-on for the servers under test.

! For requirements for Oracle AS, SAP, WebLogic, WebSphere, WebSphere MQ, and WMI, see Integration and
Monitoring Requirements.

QALoad usesthe default ports 7790 and 7788 when it communicateswith the ServerVantage agent and
client. You can override the default portsif your ServerVantage installation requiresit.

While your test isrunning, QALoad collectsthe appropriate counter data and writesit to your timing file
where you can view it in Analyze after the test. What counters are available?

You can simplify the configuration process by creating or applying pre-defined monitoring templates. A
monitoring templateisapredefined group of counters not associated with a specific machine.

To set up Remote Monitoring, see Creating a New Monitoring Task.

Monitoring Counters

About Counters and Instances

You use countersand, in some cases, specific instances of counters when you monitor servers.

Counters

Countersarethe numeric data valuesthat are collected when monitoring servers. Counters exist for
componentssuch as processor, memory, processes, hard disk, and cache, with a set of countersthat
measure statistical information. For Windows, a large number of performance counters are provided by
the operating system registry and Windows server applications. Registry counters can monitor external
componentsof the environment such as databases, applications, and printers.

Many of the countersthat are collected are pointsin time data values, such as Process\ thread count. Some
countersare cumulative, such as server logon errors, and some are averages, such asthe page faults per
second in Job Object Details.
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In addition to the numeric value counters, a set of extended data countersis provided for a number of key
performance indicators. These extended data counters can provideintelligent data pointsthat have
associated textual data for the numeric value. For example, the extended CPU usage counter'sintelligent
datapoint showsthe top 10 processes consuming CPU at that time.

Instances

When you select a counter to monitor, the available instances, or occurrences, for that counter appear.
Counters can have several instancesor no instances. For example, if a system has multiple processors, then
the Processor counter has multiple instances. For counterswith multipleinstances, alist of the available
instances for that counter is presented. Many counters also have an instance called _Total, which isan
aggregate of the individual instances.

Countersfor an object, such as processor, have instancesthat are numbered, beginning with 0 (zero). A
machine with a single processor has an instance of _Total and 0. A dual-processor machine hasinstances of
_Total, 0, and 1. Other instances are based on what iscurrently running on the server, and the instance list
displaysthese for each processname or service name that is active.

Some instances represent the most recent value for the resource, for example, Processes. Thisisthe number
of processesin the computer at the time of data collection. Other instances are average values between the
last two measurements.

Windows NT Registry Server Counters

QALoad supportsthe following MSWindows NT Server counter categories:

Counter Category ‘ Description

Active Server Pages This object type handlesthe Active Server Pages device on your
system.

Browser This object type displays Browser Satistics.

Cache The Cache object type manages memory for rapid accessto files. Files

on Windows NT are cached in main memory in units of pages. Main
memory not being used in the working sets of processesis available to
the Cache for this purpose. The Cache preservesfile pagesin memory
for aslong as possible to permit accessto the datathrough the file
system without accessing the disk.

Context Index This object type handlesthe Content Index.
Context Index Flter This object type handlesthe Content Index Flter.
ICMP The ICMP object typeincludesthe countersthat describe the ratesthat

ICMP Messages are received and sent by a certain entity using the
ICMP protocol. It also describes various error countsfor the ICMP
protocol.

IP This object type includesthose countersthat describe the ratesthat IP
datagrams are received and sent by a certain computer using the IP
protocol. It also describes various error countsfor the IP protocol.

LogicalDisk A LogicalDisk object type isa partition on a hard or fixed disk drive
and assigned a drive letter, such as C. Disks can be partitioned into
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distinct sectionswhere they can store file, program, and page data. The
disk isread to retrieve these items and written to record changesto
them.

Memory

The Memory object type includesthose countersthat describe the
behavior of both real and virtual memory on the computer. Real
memory isallocated in units of pages. Virtual memory can exceed real
memory in size, causing page traffic asvirtual pages are moved
between disk and real memory.

Network Interface

The Network Interface Object Type includesthose countersthat
describe the ratesthat bytes and packets are received and sent over a
Network TCP/IP connection. It also describes various error counts for
the same connection.

Objects

The Objects object type is a meta-object that containsinformation
about the objectsin existence on the computer. Thisinformation can
be used to detect the unnecessary consumption of computer resources.
Each object requires memory to store basic information about the
object.

Paging File

This object displaysinformation about the system's Page File(s).

PhysicalDisk

A PhysicalDisk object type isahard or fixed disk drive. It contains 1 or
more logical partitions. Disks are used to store file, program, and
paging data. The disk isread to retrieve these items and written to
record changesto them.

Process

The Process object typeis created when a program isrun. All the
threadsin a process share the same address space and have access to
the same data.

Process Address Space

Process Address Space object type displays details about the virtual
memory usage and allocation of the selected process.

Processor

The Processor object type includes asinstances all processors on the
computer. A processor isthe part in the computer that performs
arithmetic and logical computations, and initiates operationson
peripherals. It executes (such asruns) programson the computer.

Redirector

The Redirector isthe object that manages network connectionsto
other computersthat originate from your own computer.

Server

The Server object typeisthe processthat interfaces the services from
thelocal computer to the network services.

Server Work Queues

The Server Work Queues object type handles explain text performance
data.

SMTP Server This object type handlesthe counters specific to the SMTP Server.

System This object type includesthose countersthat apply to all processorson
the computer collectively. These countersrepresent the activity of all
processorson the computer.

TCP The TCP object typeincludesthe countersthat describe theratesthat

TCP Segmentsare received and sent by a certain entity using the TCP
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protocol. In addition, it describesthe number of TCP connectionsin
each possible TCP connection state.

Telephony This object type handlesthe Telephony System.

Thread The Thread object type isthe basic object that executesinstructionsin
a processor. Every running process has at least one thread.

UDP The UDP object typeincludesthe countersthat describe the ratesthat
UDP datagrams are received and sent by a certain entity using the UDP
protocol. It also describes various error countsfor the UDP protocol.

For information on theregistry countersrefer to the documentation or developer network for that product
or the developer kit provided with the product. For Microsoft products, refer to
http://msdn.microsoft.com/library/default.aspx.

WindowsWin2K Server Registry Counters

Remote Monitoring Agents can monitor the same Windows registry counters as PERFMON, the
performance monitoring application available with the Windows operating system. The Windows registry
option monitors machinesthat run Windows 2000 and XP. To retrieve Windows Registry Counters, you
must have access, viaa user name and password, to the remote machine.

QALoad supportsthe following MSWindows counter categories:

Counter Category Description

ACYRSVP Service RSVP or ACSservice performance counters.

Active Server Pages This object type handlesthe Active Server Pages device on your
system.

Browser The Browser performance object consists of countersthat measure the

rates of announcements, enumerations, and other Browser
transmissions.

Cache The Cache performance object consists of countersthat monitor the
file system cache, an area of physical memory that storesrecently used
data aslong as possible to permit accessto the data without reading
from the disk. Because applicationstypically usethe cache, the cache
ismonitored as an indicator of application I/O operations. When
memory is plentiful, the cache can grow, but when memory is scarce,
the cache can become too small to be effective.

IAS Accounting Clients IAS Accounting Clients

IAS Accounting Server IAS Accounting Server

IAS Authentication Clients IAS Authentication Clients

IAS Authentication Server IAS Authentication Server

ICMP The ICMP performance object consists of countersthat measure the

rates at which messages are sent and received by using ICMP
protocols. It also includes countersthat monitor ICMP protocol errors.
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The IP performance object consists of countersthat measure the rates
at which IP datagrams are sent and received by using IP protocols. It
also includes countersthat monitor IP protocol errors.

LogicalDisk

The Logical Disk performance object consists of countersthat monitor
logical partitions of ahard or fixed disk drives. Performance Monitor
identifies logical disks by their adrive letter, such asC.

Memory

The Memory performance object consists of countersthat describe the
behavior of physical and virtual memory on the computer. Physical
memory isthe amount of random access memory on the computer..
Virtual memory consists of the space in physical memory and on disk.
Many of the memory counters monitor paging, which isthe
movement of pages of code and data between disk and physical
memory. Excessive paging, a symptom of amemory shortage, can
cause delayswhich interfere with all system processes.

NBT Connection

The NBT Connection performance object consists of countersthat
measure the rates at which bytes are sent and received over the NBT
connection between thelocal computer and aremote computer. The
connection isidentified by the name of the remote computer.

Network Interface

The Network Interface performance object consists of countersthat
measure the rates at which bytesand packets are sent and received
over a TCP/IP network connection. It includes countersthat monitor
connection errors.

Objects

The Object performance object consists of countersthat monitor
logical objectsin the system, such as processes, threads, mutexes, and
semaphores. Thisinformation can be used to detect the unnecessary
consumption of computer resources. Each object requires memory to
store basic information about the object.

Paging File

The Paging File performance object consists of countersthat monitor
the paging file(s) on the computer. The paging fileis areserved space
on disk that backs up committed physical memory on the computer.

PhysicalDisk

The Physical Disk performance object consists of countersthat
monitor hard or fixed disk drive on a computer. Disks are used to store
file, program, and paging data and areread to retrieve these items, and
written to record changesto them. The values of physical disk
counters are sums of the values of the logical disks (or partitions) into
which they are divided.

Print Queue

Displays performance statistics about a Print Queue.

Process

The Process performance object consists of countersthat monitor
running application program and system processes. All the threadsin
aprocess share the same address space and have accessto the same
data.

Process Address Space

The Process Address Space performance object consists of counters
that monitor memory allocation and use for a selected process.

Processor

The Processor performance object consists of countersthat measure
aspects of processor activity The processor isthe part of the computer
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that performsarithmetic and logical computations, initiates
operationson peripherals, and runsthe threads of processes. A
computer can have multiple processors. The processor object
represents each processor as an instance of the object.

Redirector The Redirector performan ce object consists of counter that monitor
network connectionsoriginating at the local computer.
Server The Server performance object consists of countersthat measure

communication between thelocal computer and the network.

Server Work Queues

The Server Work Queues performance object consists of countersthat
monitor the length of the queues and objectsin the queues.

SMTP NTFS Sore Driver

This object represents global counters for the Exchange NTFS Sore
driver.

SMTP Server The counters specific to the SMTP Server.

System The System performance object consists of countersthat apply to
morethan oneinstance of acomponent processors on the computer.

TCP The TCP performance object consists of countersthat measure the
rates at which TCP Segments are sent and received by using the TCP
protocol. It includes countersthat monitor the number of TCP
connectionsin each TCP connection state.

Telephony The Telephony System.

Thread The Thread performance object consists of countersthat measure
aspects of thread behavior. A thread isthe basic object that executes
instructionson aprocessor. All running processes have at least one
thread.

UCP The UCP performance object consists of countersthat measure the

rates at which UCP datagrams are sent and received by using the UCP
protocol. It includes countersthat monitor UCP protocol errors.

For information on theregistry countersrefer to the documentation or developer network for that product

or the developer kit provided with the product. For Microsoft products, refer to
http://msdn.microsoft.com/library/default.aspx.

SAP R/3 Remote Extended Counters

The following extended SAP R/3 remote counters are provided. These counters extend the monitoring of

your SAP R/3 system:

Active Servers

Active Users

Alerts

Buffer Statistics
CCMSMonitoring
Connection Test (SM59)
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CPU Consumption Top Load
Itemized Active Users User Function Call
Itemized Job Satus Workload Satistic
Itemized Spool Queue Work Processes
Job Status

Memory Usage

Number of Dumps

SNMP Counters

SNMP Counters

SNMP Remote Monitoring usesthe SNMP service to provide network and system counters. SNMP counters
can beretrieved from any machinethat isrunning an SNMP server. QALoad usesthe default SNMP port
(161) and default Community (public). If necessary, you can enter a different port and community in the
Configure Monitor Dialog screen when you create or edit an SNMP monitoring task and when you create
or edit an SNMP monitoring template. Although SNMP does not require a user name and password, the
SNMP agent must be configured to allow read-only access from the Conductor machine.

In addition to the standard SNMP counters supported by QALoad Remote Monitoring, you can create your
own custom Object Identifier (OID) file with countersyou define. See Customizing SNMP Counter
Discovery for more information.

Sandard SNMP Counters

Sandard SNMP countersthat are supported by QALoad Remote Monitoring are categorized below.

ICMP

icmplnMsgs/sec: the rate at which ICMP messages are received

icmplnErrors: the number of ICMP messages received having ICMP errors
IcmplnDestUnreachs: the number of ICMP Destination Unreachable messages received
IcmplnTimeExcds: the number of ICMP Time Exceeded messages received
IcmplnParmProbs: the number of ICMP Parameter Problem messages received

IcmplinSrcQuenchs: the number of ICMP Source Quench messages received
icmplnRedirects/sec: the rate at which ICMP Redirect messages are received
icmplnEchos/sec: therate at which ICMP Echo messages are received
icmplnEchoReps/sec: therate at which ICMP Echo Reply messages are received
icmplnTimestamps/sec: the rate at which ICMP Timestamp messages are received
icmplnTimestampReps/ sec: therate at which ICMP Timestamp Reply messages are received
icmplnAddrMasks: the number of ICMP Address Mask Request messages received
icmplnAddrMaskReps: the number of ICMP Address Mask Reply messages received
icmpOutMsgs/ sec: therate at which ICMP messages are sent

icmpOutMsgs/ sec: the number of ICMP messages not sent dueto ICMP errors
icmpOutDestUnreachs: the number of ICMP Destination Unreachable messages sent
icmpOutTimeExcds: the number of ICMP Time Exceeded messages sent
icmpOutParm Probs: the number of ICMP Parameter Problem messages sent
icmpOutSrcQuenchs; the number of ICMP Source Quench messages sent
icmpOutRedirects/ sec: the number of ICMP Redirect messages sent
icmpOutEchos/sec: the number of ICMP Echo messages sent
icmpOutEchoReps/sec: the number of ICMP Echo Reply messages sent
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icmpOutTimestam ps/sec: the number of ICMP Timestamp messages sent
icmpOutTimestam pReps/ sec: the number of ICMP Timestamp Reply messages sent
icmpOutAddrMasks: the number of ICMP Address Mask Request messages sent
icmpOutAddrMaskReps: the number of ICMP Address Mask Reply messages sent

IP

ipForwarding: the indication of whether thisentity isacting asan IP router in respect to the forwarding of
datagramsreceived by, but not addressed to, thisentity.

ipDefaultTTL: the default value inserted into the Time-To-Live field of the IP header of datagrams
originated at thisentity, whenever a TTL value isnot supplied by the transport layer protocol.
iplnReceives/sec: the rate of input datagramsreceived from interfaces, including those received in error.
iplnHdrErrors: the number of input datagrams discarded due to errorsin their IP headers, including bad
checksums, version number mismatch, other format errors, time-to-live exceeded, errors discovered in
processing their IP options, and so on.

iplnAddrErrors: the number of input datagrams discarded because the IP addressin their IP header's
destination field was not avalid addressto be received at this entity.

ipForwDatagram s/ sec: therate of input datagrams for which thisentity wasnot their final IP destination,
asaresult of which an attempt was made to find aroute to forward them to that final destination.
iplnUnknownProtos: the number of locally-addressed datagrams receive successfully but discarded
because of an unknown or unsupported protocol.

iplnDiscards: the number of input IP datagrams for which no problemswere encountered to prevent their
continued processing, but which were discarded (for example, for lack of buffer space).

iplnDelivers/sec: the rate of input datagrams successfully delivered to IP user-protocols (including ICMP).
ipOutRequests: the number of IP datagrams which local IP user-protocols (including ICMP) supplied to IP
in requests for transmission.

ipOutDiscards: the number of output IP datagrams for which no problem was encountered to prevent
their transmission to their destination, but which were discarded (for example, for lack of buffer space).
ipOutNoRoutes: the number of IP datagrams discarded because no route could be found to transmit them
to their destination.

ipReasm Timeout: the maximum number of secondswhich received fragmentsare held while they are
awaiting reassembling at this entity.

ipReasm Reqds: the number of IP fragmentsreceived which needed to be reassembled at this entity.
ipReasm OKs: the number of IP datagrams successfully re-assembled.

ipReasm Fails: the number of failures detected by the IP re-assembly algorithm (for whatever reason: timed
out, errors, etc).

ipFragOKs: the number of IP datagramsthat have been successfully fragmented at this entity.

ipFragFails: the number of IP datagramsthat have been discarded because they needed to be fragmented at
thisentity but could not be, for example, because their Don't Fragment flag was set.

ipFragCreates/ sec: therate of IP datagram fragmentsthat have been generated as a result of fragmentation
at thisentity.

ipRoutingDiscards: the number of routing entrieswhich were chosen to be discarded even though they
arevalid.

NMP

snmplnPkts/sec: the rate of messages delivered to the SNMP entity from the transport service.
snmpOutPkts/ sec: the rate at which SNMP Messages were passed from the SNMP protocol entity to the
transport service.

snmplnBadVersions: the number of SNMP messages which were delivered to the SNMP entity and were
for an unsupported SNMP version.

snmplnBadCommunityNames: the number of SNMP messages delivered to the SNMP entity which used a
NMP community name not known to said entity.

snmplnBadCommunityUses: the number of SNMP messages delivered to the SNMP entity which
represented an SNMP operation which was not allowed by the SNMP community named in the message.
snmplnASNParseErrs: the number of ASN.1 or BER errors encountered by the SNMP entity when decoding
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received SNM P messages.

snmplnTooBigs: the number of SNMP PDUswhich were delivered to the SNMP protocol entity and for
which the value of the error-statusfield istooBig.

snmplnNoSuchNames: the number of SNMP PDUswhich were delivered to the SNMP protocol entity and
for which the value of the error-statusfield isnoSuchName.

snmplnBadValues: the number of SNMP PDUswhich were delivered to the SNMP protocol entity and for
which the value of the error-statusfield is badValue.

snmplnReadOnlys: the number valid SNMP PDUs which were delivered to the SNMP protocol entity and
for which the value of the error-statusfield isreadOnly.

snmplnGenErrs: the number of SNMP PDUswhich were delivered to the SNMP protocol entity and for
which the value of the error-statusfield is genErr.

snmplnTotalReqVars/sec: the rate of MIB objects which have been retrieved successfully by the SNMP
protocol entity asthe result of receiving valid SNMP Get-Request and Get-Next PDUs.
snmplnTotalSetVars/sec: the rate of MIB objectswhich have been altered successfully by the SNMP
protocol entity asthe result of receiving valid SNMP Set-Request PDUs.

snmplnGetRequests/ sec: the rate of SNMP Get-Request PDUs which have been accepted and processed by
the SNMP protocol entity.

snmplnGetNexts/sec: the rate of SNMP Get-Next PDUswhich have been accepted and processed by the
SNMP protocol entity.

snmplnSetRequests/sec: the rate of SNMP Get-Response PDUswhich have been accepted and processed
by the SNMP protocol entity.

snmplnGetResponses/sec: the rate of SNMP Set-Request PDUs which have been accepted and processed
by the SNMP protocol entity.

snmplnTraps: the number of SNMP Trap PDUs which have been accepted and processed by the SNMP
protocol entity.

snmpOutTooBigs: the number of SNMP PDUswhich were generated by the SNMP protocol entity and for
which the value of the error-statusfield istooBig.

snmpOutNoSuchNames: the number of SNMP PDUswhich were generated by the SNMP protocol entity
and for which the value of the error-statusisnoSuchName.

snmpOutBadValues: the number of SNMP PDUswhich were generated by the SNMP protocol entity and
for which the value of the error-statusfield is badValue.

snmpOutGenErrs: the number of SNMP PDUswhich were generated by the SNMP protocol entity and for
which the value of the error-statusfield is genErr.

snmpOutGetRequests/ sec: the rate of SNMP Get-Request PDUswhich have been generated by the SNMP
protocol entity.

snmpOutGetNexts/sec: therate of SNMP Get-Next PDUswhich have been generated by the SNMP
protocol entity.

snmpOutSetRequests/sec: the rate of SNMP Set-Request PDUs which have been generated by the SNMP
protocol entity.

snmpOutGetResponses/ sec: the rate of SNMP Get-Response PDUswhich have been generated by the
SNMP protocol entity.

snmpOutTraps: the number of SNMP Trap PDUswhich have been generated by the SNMP protocol entity.
snmpOutTraps: indicates whether the SNMP entity is permitted to generate authenticationFailure traps.

TCP

tcpRtoAlgorithm: the algorithm used to determine the timeout value used for retransmitting
unacknowledged octets.

tcpRtoMin: theminimum value permitted by a TCPimplementation for the retransmission timeout.
tcpRtoMax: the maximum value permitted by a TCPimplementation for the retransmission timeout.
tcpMaxConn: thelimit on the total number of TCP connectionsthe entity can support.
tcpActiveOpens: the number of times TCP connections have made a direct transition to the SYN-SENT
state from the CLOSED state.

tcpAttem ptFails: the number of times TCP connections have made a direct transition to the SYN-RCVD
state from the LISTEN state.

tcpEstabResets: the number of times TCP connectionshave made a direct transition to the CLOSED state
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from either the ESTABLISHED state or the CLOSE-WAIT state.

tcpCurrEstab: the number of TCP connections for which the current state is either ESTABLISHED or
CLOSE-WAIT.

tcplnSegs/ sec: the rate at which segments are received, including those received in error.
tcpOutSegs/sec: therate at which segments are sent, including those on current connections but
excluding those containing only retransmitted octets.

tcpRetransSegs/ sec: the rate at which segments are retransmitted.

tepinErrs/sec: therate at which segments are received in error.

tcpOutRsts/ sec: the rate at which segments containing the RST flag are sent.

tcpPassiveOpens: the total number of times TCP connections have made a direct transition to the SYN-
RCVD state from the LISTEN state.

UubpP

udplnDatagrams/ sec: the rate of UDP datagrams being delivered to UDP users.

udpNoPorts/sec: therate of received UDP datagrams for which there was no application at the destination
port.

udplnErrors: the number of received UDP datagramsthat could not be delivered for reasons other than
the lack of an application at the destination port.

udpOutDatagrams/sec: therate at which UDP datagrams are sent.

Solaris; Sun System

Collisions/sec: therate of output collisions.

CpuUser%: the percentage of non-idle processor time that is spent in user mode.
CpuNice%: the percentage of non-idle processor time that is spent in nice mode.
CpuSys%: the percentage of non-idle processor time that isspent in system mode.
Cpuldle%: the percentage of idle processor time.

IfInPackets/ sec: the rate of input packets.

IfOutPackets/sec: therate of output packets.

IfInErrors: the total number of input errors.

IfOutErrors: the total number of output errors.

Interrupts/sec: the rate of system interrupts.

Pagesin KBytes/ sec: the rate of pagesread in from disk.

PagesOut KBytes/sec: the rate of pageswritten to disk.

Swapln KBytes/sec: the rate at which pages are being swapped in.

SwapOut KBytes/sec: therate at which pages are being swapped out.

HP-UX: HP System

AvgJobsl: the average number of jobsin the last minute * 100.

AvgJobsb: the average number of jobsin thelast 5 minutes* 100.

AvgJobsl5: the average number of jobsin thelast 15 minutes* 100.

CpuUser%: the percentage of non-idle processor time that is spent in user mode.
CpuNice%: the percentage of non-idle processor time that is spent in nice mode.
CpuSys%: the percentage of non-idle processor time that isspent in system mode.
Cpuldle%: the percentage of idle processor time.

FreeMemory KBytes: the amount of idle memory.

FreeSwap KBytes: the amount of free swap space on the system.

MaxProc: the maximum number of processes allowed.

MaxUserMem KBytes: the amount of maximum user memory on the system.
PhysMemory KBytes: the amount of physical memory on the system.

Users: the number of userslogged on to the machine.

LINUX Memory
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AvailableSwvap KBytes: the available swap on the system.
Buffered KBytes: the amount of memory used as buffers.

Cached KBytes: the amount of memory cached.

FreeMemory KBytes: the amount of idle memory.

Shared KBytes: the amount of memory shared.

TotalMemory KBytes: the total amount of memory on the system.
TotalSwap KBytes: the total swap size for the system.

LINUX System

CpuUser%: the percentage of non-idle processor time that is spent in user mode.
CpuNice%: the percentage of non-idle processor time that is spent in nice mode.
CpuSys%: the percentage of non-idle processor time that isspent in system mode.
Cpuldle%: the percentage of idle processor time.

Windows HTTP Server

httpTotalFilesSent: the total number of files sent by thisHTTP server.

httpTotalFilesReceived: the total number of filesreceived by thisHTTP server.
httpCurrentAnonymousUsers: the number of anonymous users currently connected to thisHTTP server.
httpCurrentNonAnonymousUsers: the number of non-anonymous users currently connected to this
HTTP server.

httpTotalAnonymousUsers: the total number of anonymous usersthat have ever connected to thisHTTP
server.

httpTotaINonAnonymousUsers: the total number of non-anonymoususersthat have ever connected to
thisHTTP server.

httpMaximum AnonymousUsers: the maximum number of anonymous users simultaneously connected
to thisHTTP server.

httpMaximumNonAnonymousUsers: the maximum number of non-anonymous users simultaneously
connected to thisHTTP server.

httpCurrentConnections: the current number of connectionsto the HTTP server.
httpMaximumConnections: the maximum number of simultaneous connectionsto the HTTP server.
httpConnectionAttempts: the total number of connection attemptsto the HTTP server.
httpLogonAttempts: the total number of logon attemptsto the HTTP server.

httpTotalOptions: the total number of requests made to thisHTTP server using the OPTIONSmethod.
httpTotalGets: the total number of requests made to thisHTTP server using the GET method.

httpTotal Posts: the total number of requests made to thisHTTP server using the POST method.
httpTotalHeads: the total number of requests made to thisHTTP server using the HEAD method.
httpTotalPuts: the total number of requests made to thisHTTP server using the PUT method.
httpTotalDeletes: the total number of requests made to thisHTTP server using the DELETE method.
httpTotal Traces: the total number of requests made to thisHTTP server using the TRACE method.
httpTotalMove: the total number of requests made to thisHTTP server using the MOVE method.
httpTotalCopy: the total number of requests made to thisHTTP server using the COPY method.
httpTotalMkcol: the total number of requests made to thisHTTP server using the MKCOL method.
httpTotalPropfind: the total number of requests made to thisHTTP server using the PROPFIND method.
httpTotalProppatch: the total number of requests made to this HTTP server using the PROPPATCH
method.

httpTotalSearch: the total number of requests made to thisHTTP server using the MSSEARCH method.
httpTotalLock: the total number of requests made to thisHTTP server using the LOCK method.
httpTotalUnlock: the total number of requests made to thisHTTP server using the UNLOCK method.
httpTotalOthers: the total number of requests made to thisHTTP server not using the OPTIONS, GET,
HEAD, POST, PUT, DELETE, TRACE, MOVE, MKCOL, PROPFIND, PROPPATCH, MSSEARCH, LOCK or
UNLOCK methods.

httpCurrentCGIRequests: the number of Common Gateway Interface requests currently being serviced by
thisHTTP server.

httpCurrentBGIRequests: the number of Binary Gateway Interface requests currently being serviced by
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thisHTTP server.

httpTotal CGIRequests: the total number of Common Gateway Interface requests made to thisHTTP
server.

httpTotalBGIRequests: the total number Binary Gateway Interface requests made to this HTTP server.
httpMaximum CGIRequests: the maximum number of Common Gateway Interface requests
simultaneously processed by thisHTTP server.

httpMaximumBGIRequests: the maximum number of Binary Gateway Interface requests simultaneously
processed by thisHTTP server.

httpCurrentBlockedRequests: the current number of requests being temporarily blocked by thisHTTP
server.

httpTotalBlockedRequests: the total number of requeststhat have been temporarily blocked by thisHTTP
server.

httpTotalRejectedRequests: the total number of requeststhat have been rejected by thisHTTP server.

Windows FTP Server

ftpTotalFilesSent: the total number of files sent by this FTP server.

ftpTotalFilesReceived: the total number of filesreceived by this FTP server.
ftpCurrentAnonymousUsers: the number of anonymous users currently connected to this FTP server.
ftpCurrentNonAnonymousUsers: the number of non-anonymous users currently connected to this FTP
server.

ftpTotalAnonymousUsers: the total number of anonymoususersthat have ever connected to this FTP
server.

ftpTotaINonAnonymousUsers: the total number of non-anonymous usersthat have ever connected to
this FTP server.

ftpMaximumAnonymousUsers: the maximum number of anonymous users simultaneously connected to
this FTP server.

ftpMaximumNonAnonymousUsers: the maximum number of non-anonymous users simultaneously
connected to this FTP server.

ftpCurrentConnections: the current number of connectionsto the FTP server.

ftpMaximum Connections: the maximum number of simultaneous connectionsto the FTP server.
ftpConnectionAttempts: the total number of connection attemptsto the FTP server.

ftpLogonAttem pts: the total number of logon attemptsto the FTP server.

Customizing SNMP Counter Discovery

QALoad currently has a standard list of Object Identifiers (OID) that it searcheswhen discovering SNMP
counters. You can create and import alist of additional OIDsin an XML file. The XML file, called the
Custom OID File, introduces additional SNMP countersthat you want to include during the counter
discovery phase when you create or edit tasks and templates.

Note: You can include multiple categories and multiple countersin the custom OID file.
Once you create the custom OID file, you select it using the Custom OID Filefield in the Configure
Monitor Dialog screen of the monitoring wizards. Snce thereisaoneto one relationship between
monitoring tasks and the custom file, multiple files can exist. These reside in acommon, default location:

QALoad\ Moni t ori ng\ SNVP. The browse button for the Custom OID File field defaultsto thislocation.
Thisdirectory also containstwo filesto assist you in developing your Custom OID File:

I OID structure.xml - a template you can use for creating your custom supplemental file. This contains the basic XML
structure you need to create your own Custom OID file. The Table of Custom OID File Elements describes and gives
the rules for each of the XML elements in the structure.

I OID example.xml - a custom OID XML file structure. This is a sample Custom OID File.

Custom OID Template File
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Use the following template, located in QALoad\Monitoring\SNMP\OID structure.xml, to create your custom OID

file:
Back to top

Table of Custom OID File Elements

The following table shows each element in the XML file structure, and describesits purpose and the rules

that apply.

Tag

<Xml version="1.0" 7>

XML file header
indicating files structural
version.

Description Rules

Must be first element of
file.

Only one per file.

<OIDCustom>

Begin bracket for entire
OID custom information.
Used to both identify
content type and
begin/end of file.

Only one per file.

Must immediately follow
XML version header.

<CategoryList>

Begin bracket for list of
categoriesdefined in this
file. Used to help group all
the contained categories.

Only one per file.

Must immediately follow
<OIDCustom> tag.

<Category>

Begin bracket for an
individual category within
the category list. Used to
help group individual
categories.

One required per
category group.

First instance must
immediately follow
<CategoryList> tag.
Subsequent instances
immediately follow
</Category> end tag of
previous group.

<CategoryName>?</CategoryName>

The display name for the
category group. The“?
represents where the user
definesthe category
name.

One required per
category. Must
immediately follow
<Category> tag.

<Counter>

Begin bracket for
individual counter
information contained in
a category. Multiple
counters can exist per
category.

One required per
counter.

First instance must
immediately follow
</CategoryName> tag.
Subsequent instances
immediately follow
</Counter> tag.

<CounterName>?</CounterName>

The display name for the
counter. The“?
represents where the user

One required per
counter.

Only one allowed per
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definesthe counter name.

counter.

<OID>?%</0ID>

The OID for the counter.
The OID must start with a
period “.” (see example
below). The “?’ represents
where the user definesthe

OID.

One required per
counter.

Only one allowed per
counter.

<Units>?</Units>

The optional calculation
unitsfor the counter. The
“?" representswherethe
user definesthe
calculation type which is
one of the following:

“/sec” —for countersthat
must take into account
thetime between
samplings.

“Cpu%” —for counters
that must take into
account the number of
processors. A counter for
which thisappliesis
Cpullde%.

“Kbits/sec” —for
converting countersthat
natively report in Kbit/sec
to Kbytes/ sec.

Optionally, one per
counter.

Only one allowed per
counter.

<Description>?</Description>

The optional description
for the counter. The “?
represents where the user
definesthe OID.

Optionally, one per
counter.

Only one allowed per
counter.

</Counter>

The end bracket for an
individual counter
information set. Used to
denotethe end of
individual counters
attribute information.

One required per
counter.

</Category>

The end bracket for an
individual category, used
to denotetheend of a
category and all of its
associated counters.

One required per
category.

</CategoryList>

End bracket for list of
categories.

Only one per file.

Must immediately
precede <OIDCustom>
tag.
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End bracket for entire OID | only one per file.

</OIDCustom> custom information. Used .
to identify the end of file. | Must belast file element.

Back to top

Custom OID SampleFile
The sample Custom OID File shown here is located in QALoad\Monitoring\SNMP\OID example.xml:

<?xml version="1.0" #>
- Z0IDCustoms=
- <CategoryList>
- «zCategory:>
=CategaryName sip</Catzgoryblame =
<Counters
<Counteriame =ipDefault TTL =/ Counterame =
<000>.1.3.6.1.2.1.4.2.0=/0I0=
<Description=The default value inserted into the Time-To-Live field of the IP header. </Description >
= Counter=
- <Counters=
=Counterdame ~ipRoutingDiscards </ Counteriame >
<0ID>.1.3.6.1.2.1.4.23.0</0ID >
<Description:=The number of routing entries which were chosen to be discarded even though they
are valid. </Dezcription=
<fCounter>
</Catagoty =
- <Category=
<CategoryMame >tcp</CategoryMamsa >
- «<Countar=
<Counteriame =tcpActiveOpens </ Counterflamea =
20I0>.1.3.6.1.2.1.6.5.0=/ 010>
cDescription=The number of times TCP connections have made a direct transition to the SYN-SENT
state from the CLOSED state.</Description
= Counters
<Countar:s
<CountzrName>tcpInSeqgs</Counterfams =
<0i0=.1.3.6.1.2.1.6.10.0</ 010 =
<Description=The total number of segments received, including those recelved in
arror.</Description
</ Counter:>
/Category >
<Category>
wCategoaryMame =Cpu Attributes</CategoryMame:
- «Counter>
<iCounteriame >Cpu Idle% </ Countertame =
<0ID>.1.3.6.1.4.1.2021.11.53.0</010:
Units>Cpudo </LUnits >
zDescription=Cpu Idle%s is the percentage of idle processor time. </Dascrption:
=/ Counter=
</ Catagory >
</CategoryList=
< OIDCustom=

WeblLogic7/8 Remote Counters

The following dynamically discovered WebLogic remote extended counter categories are provided in
QALoad. Each category provides countersthat extend the monitoring of your WebLogic system. The
categories, counter names, and parameters are all dynamically discovered by processing the set of MBeans
availablein the WebLogic M X Server.
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WebLogic Application Runtime
WebLogic Connector Service Runtime
WebLogic Deployer Runtime

WebLogic Domain Log Handler Runtime
WebLogic Domain Runtime

WebLogic EB Cache Runtime

WebLogic EB Component Runtime
WebLogic EB Locking Runtime
WebLogic EB Pool Runtime

WebLogic EB Transaction Runtime
WebLogic Entity EJB Runtime

WebLogic Execute Queue Runtime
WebLogic IDBC Connection Pool Runtime
WebLogic MSConnection Runtime
WebLogic MSConsumer Runtime
WeblLogic MSDestination Runtime
WebLogic MSRuntime

WeblLogic M S Server Runtime

WebLogic9 Counters

WebLogic M S Session Runtime
WebLogic JTA Recovery Runtime
WebLogic JTA Runtime

WebLogic WM Runtime

WebLogic Log Broadcaster Runtime
WebLogic Message Driven EJB Runtime

WebLogic Migratable Service Coordinator
Runtime

WebLogic Server Life Cycle Runtime
WebLogic Server Runtime

WebLogic Server Security Runtime
WebLogic Servlet Runtime

WeblLogic Sateful EB Runtime
WebLogic Sateless EB Runtime
WebLogic Time Service Runtime
WebLogic Transaction Resource Runtime
WebLogic Web App Component Runtime
WeblLogic Web Server Runtime

ServerVantage providesthe following dynamically discovered WebLogic9 remote counter categories. Each
category provides countersthat extend the monitoring of your WebLogic system. The categories, counters
names, and parameters are all dynamically discovered by processing the set of MBeans availablein the

WeblLogic M X Server.

WebLogic App Client Component Runtime
WebLogic Application Runtime

WebLogic Cluster Runtime

WebLogic Component Runtime

WebLogic Connector Component Runtime
WebLogic Connector Connection Pool Runtime
WebLogic Connector Connection Runtime
WebLogic Connector Service Runtime
WebLogic EB Cache Runtime

WebLogic EB Component Runtime
WebLogic EB Locking Runtime
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WebLogic WM Runtime

WebLogic Library Runtime

WebLogic Log Broadcaster Runtime
WebLogic Max Threads Constraint Runtime
WebLogic Message Driven EJB Runtime
WebLogic Min Threads Constraint Runtime
WebLogic NonXA Resource Runtime
WebLogic Persistent Sore Connection Runtime
WebLogic Persistent Sore Runtime
WebLogic Query Cache Runtime

WebLogic Request Class Runtime



WebLogic EB Pool Runtime

WebLogic EB Timer Runtime

WebLogic EB Transaction Runtime
WebLogic Entity Cache Cumulative Runtime
WebLogic Entity Cache Current State Runtime
WebLogic Execute Queue Runtime
WebLogic Interception Component Runtime
WebLogic DBC Data Source Runtime
WeblLogic IDBC Data Source Task Runtime
WebLogic MSComponent Runtime
WebLogic MSConnection Runtime
WebLogic MSConsumer Runtime
WebLogic MSDestination Runtime
WebLogic M SDurable Subscriber Runtime
WebLogic MSPooled Connection Runtime
WebLogic MSProducer Runtime

WebLogic MSRemote Endpoint Runtime
WebLogic MSRuntime

WeblLogic IMS Server Runtime
WeblLogic M S Session Pool Runtime
WebLogic M S Session Runtime

WebLogic Jolt Connection Pool Runtime
WebLogic Jolt Connection Service Runtime
WebLogic JRockit Runtime

WebLogic JTA Recovery Runtime

WebLogic JTA Runtime

WebSphere Remote Extended Counters

Conductor

WebLogic SAF Agent Runtime

WebLogic SAF Remote Endpoint Runtime
WebLogic Server Channel Runtime
WebLogic Server Life Cycle Runtime
WebLogic Server Life Cycle Task Runtime
WebLogic Server Runtime

WebLogic Server Security Runtime
WebLogic Servlet Runtime

WebLogic Task Runtime

WebLogic Thread Pool Runtime

WebLogic Transaction Name Runtime
WebLogic Transaction Resource Runtime
WebLogic User Lockout Manager Runtime
WebLogic WAN Replication Runtime
WebLogic Web App Component Runtime
WebLogic Web Server Runtime

WebLogic WLDF Archive Runtime
WebLogic WLDF Data Access Runtime
WebLogic WLDF Dbstore Archive Runtime
WebLogic WLDF Fle Archive Runtime
WebLogic WLDF Harvester Runtime
WebLogic WLDF Image Creation Task Runtime
WebLogic WLDF Instrumentation Runtime
WebLogic WLDF Watch Notification Runtime
WebLogic WLDF Wilstore ArchiveRuntime
WebLogic Work Manager Runtime
WebLogic Wsee Operation Runtime
WebLogic WSRM Remote Endpoint Runtime

The following dynamically discovered WebSphere remote extended counter categories are provided in
QALoad. Each category provides countersthat extend the monitoring of your WebSphere system. The
categories, counter names, and parameters are all dynamically discovered by processing data available from
the WebSphere Performance Monitoring Infrastructure.
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Remote monitoring supports WebSphere versions: 4.0+, 5.0, and 6.0. The counters supported vary by
version.

WebSphere Alarm Manager Counters WebSphere ORB Perf Module
WebSphere Bean Module WebSphere Scheduler Module
WebShere Cache Module WebSphere Servlet Sessions Module
WebSphere Connection Pool Module WebSphere System Module
WebSphere DCS Sack Counters WebShere Thread Pool Module
WebShere High Availability Manager Counters WebSphere Transaction Module
WebSphere 2C Module WebSphere Web App Module
WebShere VM Runtime Module WebSphere Web Services Counters

WebSphere MQ Remote Extended Counters

The following extended WebSphere MQ remote countersare provided in QALoad. These counters extend
the monitoring of your WebSphere MQ system:

Channel Events Queue Manager Connections
Channel Satus Queue Manager Events

Error Log Entries Queue Manager Satistics
Percent Queue Depth Queue Manager Up/Down
Performance Events Queue Satistics

Queue Depth

WMI Remote Extended Counters

The following extended WMI (Windows Management Instrument) remote counters are provided in
QALoad. To display and use the extended countersin task configuration, you must configure user access
with the MMC (Microsoft Management Console) and configurethe WMI agent using the ServerVantage
Agent Console (Reconfigure Agent). These procedures are described in the topic Configuring WMI in the
ServerVantage Agent Configuration online help. Once configuration iscomplete, and you select WMI
collector asyour Server Type during task configuration on the Select Counters page, ServerVantage
discoversthe Windows registry counters and the extended counters for each WMI-configured server.

These counters extend the monitoring of your WMI system:

WMI WQL WMI Top Ten Counters:

I CPU Utilization % - Top Ten
I Memory Utilization % - Top Ten
I 1/O Utilization % - Top Ten

Oracle Application Server Counters
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ServerVantage providesthe following dynamically discovered Oracle Application Server (AS) remote
extended counter categories for remote monitoring of Oraclel0g Application Server performance metrics.
Each category provides countersand parametersthat extend the monitoring of your Oracle ASsystem. The
Oracle ASagent dynamically discoversall available counters and parameter values. The available categories
and metricsvary by installation. The Oracle ASagent supports wild-carded parameters and resource

blackouts.

Supported platformsfor Oracle ASinclude:

! Solaris ! Microsoft Windows 2000 with Service Pack 3 or above

I AIX I Microsoft Windows Server 2003 (32-bit)

I HP I Microsoft Windows XP (not all components are supported)
I Linux

Oracle AS Counter Categories

Oracle ASEB Method Metrics

Oracle ASEntity Bean Metrics

Oracle ASHTTP OC4JMetrics

Oracle ASHTTP Server Metrics

Oracle ASHTTP Server Module Metrics
Oracle ASHTTP Server Response Metrics
Oracle ASHTTP Server Virtual Host Metrics
Oracle ASIDBC Connection Metrics
Oracle ASIDBC Connection Source Metrics
Oracle ASIDBC Metrics

Oracle ASIDBC Statement Metrics

Oracle ASIM S Browser Metrics
Oracle ASIM SConnection Metrics

Oracle ASIMSConsumer Metrics

Oracle ASIMSDurable Subscription Metrics
Oracle ASIMSMetrics

Oracle ASIM S Persistence Metrics

Oracle ASIM SProducer Metrics

10g Release 2 Counter Categories

Oracle ASPortal Cache Metrics
Oracle ASPortal Cache Summary Metrics
Oracle ASPortal DB Provider Metrics

JVM Counters

Oracle ASIM S Session Metrics

Oracle ASIM S Sore Metrics

Oracle ASIMMSTemp Destination Metrics
Oracle AS JServ JSP Metrics

Oracle AS JServ Metrics

Oracle AS JServ Servlet Metrics

Oracle AS JServ Zone Metrics

Oracle ASJSP Metrics

Oracle ASIVM Metrics

Oracle ASNotification Server Metrics
Oracle ASOC4JTransaction Manager Metrics
Oracle ASPLSQL Metrics

Oracle AS Portal Engine Metrics

Oracle ASProcess Manager Metrics
Oracle AS Serviet Metrics

Oracle ASTask Manager Metrics

Oracle ASWeb Module Metrics

Oracle AS Portal Page Metrics
Oracle ASPortal DB Repository Metrics
Oracle ASPortal Web Provider Metrics
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ServerVantage provides the following statically discovered categories for monitoring a Java Virtual Machine
(VM). Each category provides countersthat allow the monitoring of your WM. ServerVantage utilizesthe

Java Monitoring and Management APl which were

M Class Loading
VM Compilation
VM Garbage Collection

MM Memory

VM Threads

Guideline:

introduced in 2SE 5.0 for counter data.

VM Operating System

You must start your VM asa"IM X-enabled WM "by inserting the following properties:

C\...\java -Dcom sun. managenent . j mxr enot e. port =1095 -

Dcom sum managenent . j nxr enot e. ssl =f

al se

Dcom sun. nanagenent . j nxr enot e. aut henti cat e=f al se

For more information, see http://java.sun.com/j2se/1.5.0/docs/guide/management/agent.html.

RStat Counters

ServerVantage Agent provides statically discovered categories for monitoring Unix using RSat. RSat isa
Unix command to acquire statistics about the network including socket status, interfacesthat have been
auto-configured, memory statistics, and routing tables.

Collision Rate

Context Switches

Disk Transfer Rate

Fifteen Minute Load Average

Five Minute Load Average

Incoming Packet Error Rate

Interrupt Rate

Network Errors

Nice Mode CPU Utilization Percentage
One Minute Load Average

Outgoing Packet Error Rate

Managing Counters

Adding Countersto a Task Using New Discovery
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Packets In

Packets Out

Page In Rate

Page Out Rate

Paging I/O Rate

RPC Satus

Swap In Rate

Swap Out Rate

System Mode CPU Utilization Percentage
System Uptime

Total CPU Utilization Percentage
Total Packet Rate

Use Mode CPU Utilization Percentage
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Add countersto amonitoring task by generating the available counter data and selecting the counters and
instancesto add to the task.

To add countersand instancesto a monitoring task:

1. From the Conductor menu bar, click Tools>Monitor Tasks to open the Manage Monitoring Tasks dialog window.
Open or create a task.

In the menu bar, click Actions>Add counter>Use new discovery counters. The Edit Existing Monitor Wizard
appears.

4. Follow the instructions for using the wizard to discover and add counters to the monitoring task.

Notes:

I (WebLogic and WebSphere) When the monitor to which you are adding countersis managed
by an administrative server, the Edit Existing Monitor wizard appears and the counter discovery
process beginsimmediately.

I (SNMP) You can supplement the counter discovery list by creating and specifying a custom
OID file. See Customizing SNMP Counter Discovery for more information.

Adding Countersto a Task Using Cached Discovery Data

It ispossibleto add countersto monitor for amachine and monitor type using cached discovery data. To
add countersto atask using cached discovery, do the following:

Sep 1. lect the counter to add or modify

Sep 2: Choosetheinstances of the counter to monitor
Sep 3: Review the monitor definition

Sep 4: Save the task

Step 1: Select the counter to add or modify:

1. From the Conductor menu bar, click Tools>Monitor Tasks to open the Manage Monitoring Tasks dialog window.

2. Inthe menu bar, click Actions>Add counter>Use cached discovery counters. This Add/Edit Counters dialog
box appears.

3. From the Available Iltems pane, select the Template tab or the Counter tab.

4. To add an item, select a template or a counter, and click Add, or double-click the item to display it in the Selected
Items pane. Click Add All to add all the items on the selected tab to the Selected Items pane.

5. Toremove an item, double-click the item in the Selected Items pane or select the item and click Remove. The item
is returned to the Available Items pane.

Note: Select multiple counters and templates by doing one of the following:

I To select nonadjacent counter items, click a counter item, and then hold down Ctrl and click
each additional counter item.

I To select adjacent counter items, click the first counter item in the sequence, and then hold
down Shift and click the last counter item.

6. Click Next. The Choose Instances dialog box displays.

Note: When you select a template, and some of the countersit contains are not present on the machine
you are defining, you receive a message with a list of the counters that will not be added to the task.
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Step 2:

Choose the instances of the counter to monitor:

When clicking Next in the previous dialog box. The Choose Instances dialog box appears.

1.

© N o g~ w DN

Step 3:

Review the counters selected. When a red dot appears next to a counter, select an instance of the counter.
Double-click the counter group to display the counters.

Select a counter and click Edit. The Select instance for counter dialog box appears.

In the Available Instance pane, select an instance and click Add.

Repeat until all instances of the counter that you want to apply to the task are selected.

Click Save. The Choose Instances dialog box appears.

Repeat this process for each designated counter.

Click Next. The Summary dialog box displays.

Review the monitor definition:

In the Review Monitor Definition dialog box, review the information for the monitoring machine
you defined.

Select one of the following:

I Set up another monitor for thistask - returnsto the Enter properties of the
monitoring machine dialog box so you can add another monitor to the monitoring
task. When complete, proceed with Sep 3 below.

I Continuewithout adding any more monitors - continuesin thisdialog box.

& Note: (WebLogic and WebSphere) When you set up another monitor in a managed server environment,
you only can add another monitor using a different administrative server.

! Toadd aWebLogic monitor, you must use the same WebLogic jar filesand WebLogic version
asthe current monitor.

I To add aWebSphere monitor, you must usethe same WebShere Home, WebSphere client
version, and WebSphere server version asthe current monitor.

(Optional) In the Monitors pane, select the monitor type and click Save as Template to create a
template for thismonitoring task.

(Optional) In the Monitors pane, select amonitor and click Remove Monitor to delete amonitor
from the task.

(Optional) Type anew valuein the Sample Interval field. Thisisthe frequency, in seconds, at
which QALoad requests data during runtime data collection.

Click Next to proceed to the next step, where you review and save your selections.

Step 4: Save the task:

When clicking Next in the previous dialog box, the Summary dialog box appears.

1.

2.

On the Summary dialog box, review the monitors and counters selected for the template. Click Back to return to a
dialog box and make changes to the information.

Click Finish to add the counters.

Removing a Monitor or a Counter from a Monitoring Task
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Remove a monitor or a counter from amonitoring task, by following this procedure.

To remove a counter from a monitoring task:

1. Inthe Monitors pane of the Manage Monitoring Tasks window, select the monitor, counter, or counter family to

delete.
2. Click Actions>Remove Monitor/Counter.
3. When the verification dialog box displays, click OK.

& Note: You cannot remove the last monitor on a machine, the last counter in the family, or the last family of
countersin the task.

Monitoring Templates

About Monitoring Templates

Monitoring templates are designed to facilitate the configuration process. A monitoring templateisa
predefined group of countersnot associated with a specific machine. You can create a new template for a
monitoring task, or you can use one of QALoad's pre-defined templates.

When you create a custom template, QALoad's New Monitoring Template wizard guidesyou through the
process of defining the type of template you want to create, configuring the monitor properties, and
adding the counters and instances of countersto the template.

When you use one of QALoad's predefined templates, you select a stored template with the countersyou
want to monitor. The templates have counters grouped by functionality, such as Network Traffic, Response
Time, or System Health. Where appropriate, the templatesinclude the specific instancesto monitor for
each counter.

You can add or edit countersin either custom or pre-defined templates. When you open atemplate to edit
it for thefirst time, Edit Monitoring Template wizard guides you through the process of discovering and
adding new countersto atemplate. When you've just completed the counter discovery process for a
template, either by creating a new template or by opening atemplate for editing, you can select counters
from those already available in memory by using the cached discovery.

Custom Templates

You can create templates of the monitoring tasksthat you develop so that all of the countersand instances
for the task are saved. You can create new tasks and incorporate the template you created. Templates are
saved as.xml filesin the Templates directory.

You can create atemplate when you define a monitoring task, or you can use the New Monitor Template
wizard to create and store atemplate for future use. Custom templates can be modified using either new
discovery data or cached discovery data.

Pre-defined Templates

About Pre-defined Templates
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QALoad provides pre-defined templates for each monitor type. Each template includesthe counters most
commonly used for particular task within each monitor type.

QALoad providesthe templates form the following monitor types:
I Oracle Application Server
! JVM
! SAP
! SNMP
I WebLogic
I WebSphere
I WebSphere MQ
I Windows Registry

! WMI
Note: You cannot modify pre-defined templates.

Viewing Pre-defined Templates

QALoad provides pre-defined templates for each monitor type. These include the countersmost commonly
used for particular task.

To access and review pre-defined templates:

1. Inthe Conductor, select Tools>Monitor Tasks to open the Manage Monitoring Tasks window.

2. In the Manage Monitoring Tasks menu bar, click Templates>Open Existing. The Select a Monitor Template File
dialog box appears and lists pre-defined templates and custom templates you created and saved.

3. Double-click a monitor type, then select a template file and click Open.
4. The template name displays in the Manage Monitoring Tasks dialog box.

Oracle Application Server Templates

Oracle Application Server Template Index
QALoad providesthe following pre-defined Oracle Application Server (AS) 10g database templates:
Oracle AS Availability

Oracle AS Performance

Oracle Application Server Availability
Thistemplate monitorsthe availability of an Oracle Application Server (AS) 10g database.

Note: Thistemplateisonly available if you have Oracle AS10g installed on your monitored
server.

Thistemplate includesthe following counters and categories:

Oracle ASHTTP OC4JMetrics OC4XJnavailable Total number of timesthat an oc4j WM could not
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UnableToHandleReq

Oracle ASHTTP Server Metrics readyChildren

Oracle AS Process Man ager reqFail
Metrics

Oracle Application Server Performance

Conductor

be found to service requests.

Total number of timesmod_oc4j declined to handle
arequest.

Number of child processesthat are ready to run.

Number of HTTP requests which fail.

Thistemplate monitorsthe availability of an Oracle Application Server (AS) 10g database.

Note: Thistemplateisonly available if you have Oracle AS10g installed on your monitored

server.

Thistemplate includesthe following counters and categories:

Oracle ASHTTP OC4JMetrics ErrReqSess

SucReqSess

Oracle ASHTTP Server Metrics busyChildren
connection.avg

request.avg

RSat Templates

QALoad RStatd Health

Soecifiesthe total number of session requests that
mod_oc4j failed to routeto an OC4Jprocess.

Soecifiesthe total number of session requests that
mod_oc4j successfully routed to an OC4Jprocess.

Number of child processes active.
Average time spent servicing HTTP connections.

Average time required to service an HTTP request.

Thistemplate monitorsthe status of the Remote Procedure Call (RPC) to the monitored Unix computer.

The QALoad RSatd Health template usesthe following RS at extended counters:

RPC Satus a Boolean rstat parameter that showsthe status of the
Remote Procedure Call (RPC) to the monitored Unix
computer. A status of Down meansthat the RSM cannot
communicate with or collect performance information
about the computer from the rstatd server.
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QALoad Server Availability
Thistemplate monitorsthe availability of UNIX servers.

The QALoad Server Availability template usesthe following RSat extended counters:

T

System Uptime showsthe amount of time since the monitored element
was started.

QALoad Server Performance
Thistemplate monitorsthe performance of the UNIX server.

The QALoad Server Performance template usesthe following RSat extended counters;

Context Switches showsthe per-second number of CPU context switches.

Paging I/O Rate showsthe amount of CPU time across all processors that
was spent waiting for input and output operations.

RPC Satus a Boolean rstat parameter that showsthe status of the
Remote Procedure Call (RPC) to the monitored Unix
computer. A status of Down meansthat the RSM cannot
communicate with or collect performance information
about the computer from the rstatd server.

Total CPU Utilization showsthe percentage of CPU that currently isnot in the
Percentage idle state for all CPUs on the monitored computer.

QALoad Server Health
Thistemplate monitorsthe overall condition of the UNIX server.

The QALoad Server Health template usesthe following RSat extended counters:

T T

Disk Transfer Rate showsthe per-second rate of disk transfers for each disk
on the monitored element.

Paging I/O Rate showsthe amount of CPU time across all processorsthat
was spent waiting for input and output operations.

Total CPU Utilization showsthe percentage of CPU that currently isnot in the
Percentage idle state for all CPUs on the monitored computer.

SAP Templates

SAP Templates
QALoad providesthe following pre-defined SAP templates:
QALoad-SAP R3 Remote Availability
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QALoad-SAP R3 Remote Performance
QALoad-SAP R3 Remote System Errors

QALoad-SAP R3 Remote Availability

Thistemplate monitorsthe availability of an SAP R/3 Instance. The SAP R/3 Availability template returns
critical information about the availability of your SAP installation. One metric used to determine the
availability of an SAP R/3 Instance isthe status of the SAP collector.

The default event action assigned to thistemplate issuesan alarm if either the specified R/3 Instance or the
collector goesdown. The default instance isthe first SAP Instance configured for monitoring during
installation.

The SAP R/3 Availability template uses the following SAP R/3 extended counters:

e

Active Servers Returnsthe number of active SAP application servers for
agiven instance. It detectswhen aremote server is
unavailable.

Rule: IF 'SAP R/3 Remote Extended.Active Servers(SAP
Instance: "**", Server Count: "10")' =0 .

QALoad-SAP R3 Remote Performance
Thistemplate monitorsthe performance of your SAP R/3 Instance.

The default event action for thistemplate raises an event if the number of alerts of critical statusis greater
than O, or if the buffer hit ratio falls below 95%.

All the counters associated with thistemplate require the instance number of your SAP installation. By
default, thistemplate usesthe first instance configured for monitoring during ServerVantage installation. If
you use thetask configuration wizard to change the instance that the template monitors, you must also
change the instance specified in the rule accordingly.

The SAP R/3 Performance template uses the following SAP R/3 extended counters;

Buffer Satistic Returnsdifferent buffer statistics for selected buffer name. This
counter was chosen because buffering dataisakey to the
performance of SAP.

Rule: IF 'SAP R/3 Remote Extended.Buffer Satistic(SAP Instance:
"xtBuffer Name: "TTAB", Satistic Name: "Hit rate SAP
buffer(%%)")' < 95.

Itemized Spool Queue Return number of entriesin the spool queue that match the
specified criteria.
Rule: IF 'SAP R/3 Remote Extended.Spool Queue(SAP Instance:
" Request Status: "Processing")' > 10.

Memory Usage Returnscurrent memory usage.

Rule: IF 'SAP R/3 Remote Extended.Memory Usage(SAP Instance:
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"t Count: "10", Metrics: "M B")' > 10000.

Page/Roll Area Returns Used Paging Area % statistic. This counter was chosen
because roll memory iscritical for work processes and page
memory iscritical for internal data processing.

Work Processes Counter for monitoring SAP R/3 work processes. Returns number
of stopped work processes.

Rule: IF'SAP R/3 Remote Extended.W ork Processes(SAP Instance:
"**" Process Type: "BGDDIAENQSPOUP2UPD", Process Sate:
"Sopped")' > 2.

QALoad-SAP R3 Remote System Errors

Thistemplate monitorsthe errorsand critical situationsthat occur on a SAP R/3 system. Rules and
thresholds are preset to appropriate values for most sites.

The default sampling interval for thistemplateis5 minutes.

The SAP R/3 Performance template uses the following SAP R/3 Remote extended counters:

Alerts Counter for monitoring R/3 alerts. Returns number of alerts
according to the specified criteria. This counter checks all alerts
with error (red) status.

Rule: IF'SAP R/3 Remote Extended.Alerts(SAP Instance: "**",
Monitor Set: "SAP CCMSAdmin Workplace", Monitor:
"Database", Severity: "Error - Red", Pattern: "*", Show Alert Text:
"No")' > 0.

Itemized Spool Queue Return number of entriesin the spool queue that match the
specified criteria.

Fool Queue Return number of entriesin the spool queue that match the
specified criteria. This counter checks all spool entrieswith
“Problem” status.

Rule: IF'SAP R/3 Remote Extended.Spool Queue(SAP Instance:
" Request Satus: "Problem™)' > 0.

Work Processes Counter for monitoring SAP R/3 work processes. Returns number
of work processes according to the specified criteria. This counter
checks stopped work processes.

Rule: IF'SAP R/3 Remote Extended.Work Processes(SAP Instance:
"**" Process Type: "BGDDIAENQSPOUP2UPD", Process Sate:
"Sopped")' > 0.

SNMP Templates
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QALoad providesthe following pre-defined SNMP templates:

QALoad-HP Performance
QALoad-Linux Performance
QALoad-SUN Performance

QALoad-HP Performance

Thistemplate includesthe following counters and categories:

HP System Cpuldle%

CpuSysh

CpuUser%

FreeMemory KBytes

FreeSwvap KBytes

MaxUserMem KBytes

Users

tcp tcplnSegs/ sec
tcpOutSegs/sec

udp udplnDatagrams/sec
udpOutDatagrams/sec

CpuSys¥ isthe percentage of idle processor
time.

CpuSys¥ isthe percentage of non-idle
processor time that isspent in system mode.

CpuUser% isthe percentage of non-idle
processor time that isspent in user mode.

FreeMemory KBytesisthe amount of idle
memory.

FreeSvap isthe amount of free swap space on
the system.

MaxUserMem isthe amount of maximum user
memory on the system.

Usersisthe number of userslogged on to the
machine.

tcplnSegs/sec isthe rate at which segments are
received, including those received in error.

tcpOutSegs/secistherate at which segments
are sent, including those on current
connections but excluding those containing
only retransmitted octets.

udplnDatagrams/secistherate of UDP
datagrams being delivered to UDP users.

udpOutDatagrams/sec isthe rate at which UDP
datagrams are sent.
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QALoad-Linux Performance

Thistemplate includesthe following counters and categories:

Linux System Cpuldle% CpuSys¥ isthe percentage of idle processor
time.
CpuSys¥ CpuSys¥ isthe percentage of non-idle processor

timethat isspent in system mode.

CpuUser% CpuUser% isthe percentage of non-idle
processor timethat isspent in user mode.

Interrupts/sec Interrupts/sec isthe rate of system interrupts.

Pagesin KBytes/sec Pagesin KBytes/sec isthe rate of pagesread in
from disk.

PagesOut KBytes/sec PagesOut KBytes/sec isthe rate of pages written
to disk.

Swapln KBytes/sec Swapln KBytes/sec isthe rate at which pages are

being swapped in.

SwvapOut KBytes/sec SwapOut KBytes/sec istherate at which pages
are being swapped out.

tep tepln Segs/sec tepInSegs/secisthe rate at which segments are
received, including those received in error.

tcpOutSegs/sec tcpOutSegs/secistherate at which segments are
sent, including those on current connections
but excluding those containing only
retransmitted octets.

udp udplnDatagrams/sec udplnDatagrams/sec istherate of UDP
datagrams being delivered to UDP users.

udpOutDatagrams/sec . udpOutDatagrams/sec istherate at which UDP
datagrams are sent.

QALoad-SUN Performance

Thistemplate includesthe following counters and categories:

Sun System Cpuldle% CpuSys% isthe percentage of idle processor
time.
CpuSys¥ CpuSys% isthe percentage of non-idle processor

timethat isspent in system mode.
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Interrupts/sec

Pagesin KBytes/sec

PagesOut KBytes/sec

Swaplin KBytes/sec

SwvapOut KBytes/sec

tcp teplnSegs/sec
tcpOutSegs/sec

udp udplnDatagrams/sec
udpOutDatagrams/sec

WebLogic Templates

W ebLogic Templates

Conductor

CpuUser% isthe percentage of non-idle
processor timethat isspent in user mode.

Interrupts/sec istherate of system interrupts.

Pagesin KBytes/sec isthe rate of pagesread in
from disk.

PagesOut KBytes/sec isthe rate of pages written
to disk.

Swapln KBytes/sec istherate at which pages are
being swapped in.

SwvapOut KBytes/sec istherate at which pages
are being swapped out.

tcplnSegs/sec isthe rate at which segmentsare
received, including those received in error.

tcpOutSegs/sec istherate at which segments are
sent, including those on current connections
but excluding those containing only
retransmitted octets.

udplnDatagrams/sec isthe rate of UDP
datagrams being delivered to UDP users.

udpOutDatagrams/sec isthe rate at which UDP
datagrams are sent.

QALoad providesthe following pre-defined WebLogic templates:

QALoad-WebLogic Availability
QALoad-WebLogic EB Performance
QALoad-WebLogic JDBC Performance
QALoad-WebLogic M S Performance
QALoad-WebLogic Performance
QALoad-WebLogic Server Security
QALoad-WebLogic Servlet Performance

QALoad-W ebLogic Availability

Thistemplate monitorsthe availability of a WebLogic server. The WebLogic Availability template returns
critical information about the availability of your WebLogic installation.

The default sampling interval for thistemplateis5 minutes.
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The WebLogic Availability template uses the following WebLogic extended counters:

ExecuteQueueRuntime ExecuteQueueRuntime_PendingRequestOldestTime Returnsthetime
that the longest
waiting request
was placed in
the queue.

Rule: The
Application
Server isnot in
running mode if
thiscounter
valueis> 50.

ServerRuntime ServerRuntime_StateVal Returnscurrent
state of the
server. This
counter provides
amore detailed
state than
available or not.

Rule: The
Application
Server isnot in
running mode if
this counter
valueis<> 2.

ServerSecurityRuntime ServerSecurityRuntime_LockedUsersCurrentCount Returnsthe
number of
currently locked
userson this
server.

Rule: There are a
high number of
users locked out
if thiscounter
valueis > 5.

QALoad-W ebLogic EB Performance

Thistemplate monitorsthe EB performance of a WebLogic server. The WebLogic EB Performance
template returnscritical information about the performance of your WebLogic installation.

The default sampling interval for thistemplateis5 minutes.

The WebLogic EB Performance template usesthe following WebLogic extended counters:
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I

EJBCacheRuntime EBCacheRuntime_ActivationCount

EBCacheRuntime_CacheAccessCount

EBCacheRuntime_CachedBeansCurrentCount

EBCacheRuntime _CacheHitCount

EBCacheRuntime_PassivationCount

Returnsthe
total number
of timesthe
EB was
activated.

Rule: Thereis
inefficient
cache access if
the number of
activationsis>
20.

Returnsthe
total number
of attemptsto
access a bean
from the
cache.

Returnsthe
total number
of beans from
thiselB Home
currently in
the EJB cache.

Returnsthe
total number
of timesan
attempt to
access a bean
from the cache
succeeded. The
cacheHitCoun
t value
subtracting the
cache miss
count from
the cache
access count.

Returnsthe
total number
of beans from
thiselB Home
that have been
passivated.

Rule: Thereis
inefficient

cache access if
the number of
passivationsis
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EJBLockingRuntime EBLockingRuntime _LockEntriesCurrentCount

EBLockingRuntime TimeoutTotalCount

EBLockingRuntime_WaiterTotalCount

EJBPoolRuntime EBPoolRuntime_BeansinUseCurrentCount

EBPoolRuntime_ldleBeansCount

EBPoolRuntime_TimeoutTotalCount
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> 20.

Returnsthe
number of
currently
locked users
on this server.

Returnsthe
current
number
Threadsthat
have timed
out waiting for
alock on a
bean.

Returnsthe
number of
objects waiting
on thelock.

Rule: There are
alot of objects
waiting if the

interval value

of thiscounter
is>10.

Returnsthe
number of
bean instances
currently
being used
from the free
pool.

Returnsthe
total number
of available
bean instances
in the free
pool.

Returnsthe
total number
of Threads
that have
timed out
waiting for an
available bean
instance from
the free pool.

Rule: There are
alot of objects



EJBTransactionRuntime

EBPoolRuntime WaiterTotalCount

EBTransactionRuntime_TransactionsCommittedTotalCount

EBTransactionRuntime_TransactionsRolledBackTotalCount

EBTransactionRuntime_TransactionsTimedOutTotalCount

Conductor

timing out if
theinterval

value of this
counter is >
20.

Returnsthe
total number
of Threads
currently
waiting for an
available bean
instance from
the free pool.

Rule: There are
alot of objects
waiting if the

interval value

of thiscounter
is>10.

Returnsthe
total number
of transactions
that have been
committed for
this EB.

Rule: Thereis
high
transaction
overhead if the
interval value
of thiscounter
is> 20.

Returnsthe
total number
of transactions
that have been
rolled back for
this EB.

Rule: Thereis
high
transaction
overhead if the
interval value
of thiscounter
is> 20.

Returnsthe
total number
of transactions
that have
timed out for
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MessageDrivenEJBRuntime

M essageDriven EBBRuntime_JV SConnectionAlive

QALoad-W ebLogic DBC Performance
Thistemplate monitorsthe JDBC performance of a WebLogic server. The WebLogic IDBC Performance

template returnscritical information about the performance of your WebLogic installation.

The default sampling interval for thistemplateis5 minutes.

The WebLogic DBC Performance template usesthe following WebLogic extended counters:

this EJB.

Rule: Thereis
high
transaction
overhead if the
interval value
of thiscounter
is> 20.

Returnsa
boolean of the
status of the
connection.
Thiscounter
displaysthe
state of aM S
connection.

Rule: The M S
Connection is
down if this
counter value
is=0.

JDBC Connection Pool
Runtime
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ActiveConnectionsCurrentCount Returnsthe current number of active

connections.

ActiveConnectionsHighCount Returnsthe highest number of active
current connections. The count starts

at zero each timethe

JDBCConnectionPoolRuntimeM Bean

isinstantiated.

ConnectionDelayTime Returnsthe number of milliseconds it
takesto get a physical connection
from the database. It is calculated as
summary timeto connect divided by
summary number of connections.



ConnectionsTotalCount

FailuresToReconnectCount

LeakedConnectionCount

PoolSate

PrepSmtCacheMissCount

WaitingForConnectionHighCount

WaitSecondsHighCount

QALoad-W ebLogic MS Performance

The default sampling interval for thistemplateis5 minutes.

Conductor

Returnsthe total number of JDBC
connectionsin this
DBCConnectionPoolRuntimeM Bean
since the pool wasinstantiated.

Returnsthe number of attemptsto
refresh a connection to a database
that failed. Failure may be dueto the
database being unavailable or a
broken connection to the database.

Rule: There are a high number of
connection reconnect failureswhen
thiscounter valueis> 1.

Returnsthe number of connections
that were checked out from the
connection pool but were not
returned to the pool by calling close

0-

Rule: Thereisalot of connection
pool leakage if this counter valueis >
5.

Current state of the connection pool.
Returns True if the pool isenabled,
False if the pool isdisabled.

Returns acount of the caseswhen
the cache doesnot have a cached
statement to satisfy a request.

The high water mark of waiters for a
connection in this
JDBCConnectionPoolRuntimeM Bean.
The count starts at zero each time the
JDBCConnectionPoolRuntimeM Bean
isinstantiated.

Returnsthe highest number of
seconds a connection waited.

Rule: Thereisalong wait for the
connection pool if thiscounter value
is >120.

Thistemplate monitorsthe MSperformance of a WebLogic server. The WebLogic M SPerformance
template returnscritical information about the performance of your WebLogic installation.
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The WebLogic M S Performance template usesthe following WebLogic extended counters:

JMSConnectionRuntime SessionsCurrentCount Returnsthe current number of
sessions for this connection.

SessionsTotalCount Returnsthe number of sessions
on thisconnection since the last
reset.

JMSRuntime ConnectionsCurrentCount Returnsthe current number of
connectionsto thisWebLogic
Server.

ConnectionsTotalCount Returnsthe total number of
connections made to this
WebLogic Server since the last
reset.

JM SServerRuntime M essagesPendingCount Returnsthe current number of
messages pending
(unacknowledged or
uncommitted) stored on this
M Sserver. Pending messages
are over and above the current
number of messages.

Rule: There are alarge number
of pending messages if this
counter value is > 50.

M essagesReceivedCount Returnsthe number of messages
received on thisdestination
since the last reset.

JM SSessionRuntime ConsumersCurrentCount Returnsthe current number of
consumers for this session.

M essagesPendingCount Returnsthe number of messages
pending (uncommitted and
unacknowledged) for this
session.

Rule: There are alarge number
of pending M S Session
messages if this counter valueis
> 50.

M essagesReceivedCount Returnsthe number of messages
received on thisdestination
since the last reset.

M essagesSentCount Returnsthe number of bytes

sent by thissession since the
last reset.

72



QALoad-W ebLogic Performance
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Thistemplate monitorsthe performance of aWebLogic server. The WebLogic Performance template
returnscritical information about the performance of your WebLogic installation.

The default sampling interval for thistemplateis5 minutes.

The WebLogic Performance template usesthe following WebLogic extended counters:;

ConnectorServiceRuntime ConnectionPoolCurrentCount

ExecuteQueueRuntime ExecuteThreadCurrentldleCount

PendingRequestCurrentCount

ServicedRequestTotalCount

JMSRuntime ConnectionsCurrentCount

JTARuntime ActiveTransactionsTotalCount

SecondsActiveTotalCount

TransactionRolledBackResourceTotalCount

TransactionTotalCount

Returnsthe number of
currently deployed
connection pools.

Returnsthe number of idle
threads assigned to the
gueue.

Returnsthe number of
waiting requestsin the
queue.

Rule: There are alarge
number of pending requests
if thiscounter value is > 50.

Returnsthe number of
requests that have been
processed by this queue.

Returnsthe current number
of connectionsto this
WebLogic Server.

Rule: There are alarge
number of M Sconnections
if thiscounter value is> 20.

Returnsthe number of active
transactionson the server.

Returnsthe total number of
seconds for all committed
transactions.

Returnsthe number of
transactionsthat were rolled
back due to aresource error.

Returnsthe total number of
transactions processed. This
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total includes all committed,
rolled back and heuristic
transaction completions.

JVMRuntime HeapFreeCurrent Returnsthe current amount
of free memory (in bytes) in
the WM heap.

TimeServiceRuntime ExceptionCount Returnsthe total number of

exceptionsthrown while
executing scheduled triggers.

Rule: There are alarge
number of exceptionsif the
interval value of this counter
is> 20.

ExecutionsPerMinute Returnsthe average number
of triggers executed per
minute.

QALoad-W ebLogic Server Security

Thistemplate monitorsthe security of a WebLogic server. The WebLogic Server Security template returns
critical information about the security status of your WebLogic installation.

The default sampling interval for thistemplateis5 minutes.

The WebLogic Server Security template usesthe following WebLogic extended counters:

ServerSecurityRuntime InvalidLoginAttemptsTotalCount Returnsthe cumulative number of
invalid login attempts made on this
server.

Rule: Multipleinvalid login
attemptshave occurred when the
interval value of thiscounter is> 5.

LockedUsersCurrentCount Returnsthe number of currently
locked userson this server.
Rule: There are multiple locked
usersif thiscounter valueis> 5.

LoginAttemptsWhileLockedTotalCount Returnsthe cumulative number of
invalid login attempts made on this
server while the user was locked.
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UnlockedUsersTotalCount Returnsthe number times users
have been unlocked on this server.

QALoad-W ebLogic Servlet Performance

Thistemplate monitorsthe performance of your WebLogic serviet. The WebLogic Servlet Performance
template returnscritical information about the servlet performance of your WebLogic installation.

The default sampling interval for thistemplateis5 minutes.

The WebLogic Servlet Performance template usesthe following WebLogic extended counters:

ServletRuntime ExecutionTimeAverage Returnsthe average time all invocations of the
servlet that has executed since the task was
created.

Rule: The servlet isaveraging high execution
timesif thiscounter value average is > 10.

ExecutionTimeHigh Returnsthe amount of time the single longest
invocation of the servlet that has executed
since the task was created.

ExecutionTimeTotal Returnsthe total amount of time all
invocations of the servlet that has executed
since the task was created.

Internal Servlet whether thisisan Internal Servlet or not

InvocationTotalCount Returnsthe total number of timesthe servlet
has been invoked. Getsthe
invocationTotalCount attribute of the
ServletRuntimeM Bean object.

ReloadTotalCount Returnsthetotal number of timesthe servlet is
reloaded. Getsthe reloadTotalCount attribute
of the ServletRuntimeM Bean object.

WebShere Templates

W ebJphere Templates
QALoad providesthe following pre-defined WebSphere templates:
QALoad-WebSphere 5.0 IDBC Performance
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QALoad WebSphere 5.0 Performance
QALoad-WebSphere 5.0 Web Application Performance

QALoad-WebShere 5.0 DBC Performance

Thistemplate monitorsthe performance of aWebShere IDBC server. The WebSphere JDBC Performance
template returnscritical information about the JDBC performance of your WebSphere installation.

The default sampling interval for thistemplateis5 minutes.

The WebShere JDBC Performance template usesthe following WebShere extended counters:

JDBC connectionPoolModule.avgWaitTime Average waiting time in milliseconds until a connecti
Connectio

n Pool

Module

connectionPoolModule.concurrentWaiters = WebSphere extended counter for monitoring
connectionPoolModule.concurrentWaiters

connectionPoolModule.faults Average waiting time in milliseconds until a connecti

connectionPoolModule.percentMaxed Average percent of thetimethat all connections are il

Rule: IF 'WebSohere
connectionPoolModule.connectionPoolModule.perce
meRnServer: "**" Data Source: "all")' > 25.

connectionPoolModule.percentUsed Average percent of the pool that isin use.

QALoad-W ebJphere 5.0 W eb Application Performance

Thistemplate monitorsthe performance of aWebShere 5.0 Web Application server. The WebSphere 5.0
Web Application Performance template returnscritical information about the Web Application
performance of your WebSphere installation.

The default sampling interval for thistemplateis5 minutes.

The WebShere 5.0 Web Application Performance template usesthe following WebSphere extended
counters:

WebSphere servlietSessionsModule.activateNonExistSessions Number of requests for a

servletSessionsModule session that no longer exists,
presumably because the
session timed out. This
counter may indicate a high
number of timeout
conditions.
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servletSessionsM odule.activeSessions

servletSessionsM odule.cacheDiscards

servletSessionsM odule.invalidatedSessions

servletSessionsM odule.invalidatedViaTimeout

WebSphere webAppModule.servlets.concurrentRequests
webAppModule

webAppModule.servlets.numErrors

webAppModule.servlets.responseTime

QALoad W ebShere 5.0 Performance

Thistemplate includesthe following counters and categories:

Conductor

The number of concurrently
active sessions. A session is
active if WebSphereis
currently processing a
request, which usesthat
session. This counter may
indicate high activity.

Number of session objects
that have been forced out of
the cache. Thiscounter may
indicate aneed for more
memory in the cache.

Number of sessions
invalidated. This counter
may indicate a high number
of invalidated sessions.

Number of requests for a
session that no
CountSatistic exists,
presumably because the
session timed out. This
counter may indicate a high
number of timeout
conditions.

Number of requeststhat are
concurrently processed. This
counter may indicate high
activity for an application.

Total number of errorsin a
servlet or Java Server Page
(JSP). Thiscounter may
indicate a high number of
error incidents.

Responsetime, in
milliseconds, of a servlet
request. Thiscounter may
indicate a slow response
time of arequest.
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WebSphere
jvmRuntimeModul
e

WebSphere
orbPerfModule

WebSphere

system Module

WebSphere
threadPoolModule

jvmRuntimeModule.freeMemory

jvmRuntimeModule.usedMemory

orbPerfModule.concurrentRequests

orbPerfModule.interceptors.processingTime

orbPerfModule.referenceLookupTime

systemM odule.avgCpuUtilization

systemModule.freeMemory

hreadPoolM odule.activeThreads

WebSphere MQ Templates

WebJPhere MQ Templates

QALoad providesthe following pre-defined WebSphere MQ templates:

QALoad-WebSphere MQ Availability
QALoad-WebSphere MQ Performance

QALoad-W ebJphere MQ Availability

Thistemplate monitorsthe availability of aWebShere MQ server. The WebSphere MQ Availability
template returnscritical information about the availability of your WebSphere MQ installation.

The default sampling interval for thistemplateis5 minutes.
The WebShere MQ Availability template usesthe following WebSphere MQ extended counters:
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WebShere extended counter for
monitoring
jvmRuntimeModule.freeMemory

WebShere extended counter for
monitoring
jvmRuntimeModule.usedMemory

WebShere extended counter for
monitoring
orbPerfModule.concurrentRequests

WebSphere extended counter for
monitoring
orbPerfModule.interceptors.processingTime

WebShere extended counter for
monitoring
orbPerfModule.referenceLookupTime

WebSphere extended counter for
monitoring
systemModule.avgCpuUtilization

WebSphere extended counter for
monitoring systemModule.freeMemory

WebSphere extended counter for
monitoring
threadPoolModule.activeThreads
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Channel Events Return the number of channel eventsfor the current
interval.

Queue Manager Events | Reportsthe number of queue manager events for the
current interval.

Queue Manager Monitorstherunning state of a queue manager.
Up/Down

QALoad-W ebSphere MQ Performance

Thistemplate monitorsthe performance of aWebShere MQ server. The WebSphere MQ Performance
template returnscritical information about the performance of your WebSphere MQ installation.

The default sampling interval for thistemplateis5 minutes.

The WebShere MQ Performance template usesthe following WebSphere MQ extended counters:

Performance Events Thiscounter reportsthe number of
performance eventsfor the current
interval.

WMI Templates

WMI Templates

QALoad providesthe following pre-defined WMI templates:
QALoad-Active Monitoring Availability

QALoad-Citrix IMA Networking

QALoad-Citrix Metaframe All

QALoad-Citrix MetaFrame IMA

QALoad-Citrix MetaFrame Zone

QALoad-Cold Fusion

QALoad-Generic Application Availability and Performance
QALoad-M SIIS Availability

QALoad-M SlISPerformance

QALoad-Active Monitoring Availability

Thistemplate includesthe following counters and categories:
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Memory Available MBytes
Processor % Processor Time
System System Up Time

QALoad-Citrix IMA Networking

Thistemplate includesthe following counters and categories:
Citrix IMA Networking Bytes Received/sec

Bytes Sent/sec

Network Connections

Network Interface Bytes Total/sec

QALoad-Citrix Metaframe All

Thistemplate includesthe following counters and categories:

T T N

Citrix MetaFrame XP Application Enumerations/sec

Application Resolution Time
(ms)

Application Resolutions/sec
Data Store Connection Failure
DataStore bytes read/sec
DataStore bytes written/sec
DataStore reads/sec

DataStore writes/sec

Dynamic Store bytesread/sec

DynamicSore bytes
written/sec
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Memory
PhysicalDisk

Processor

DynamicStore reads/sec

DynamicSore writes/sec

Filtered Application
Enumerations/sec

LocalHostCache bytes
read/sec

LocalHostCache bytes
written/sec

LocalHostCache reads/sec

LocalHostCache writes/sec

Zone Elections
Zone Elections Won
Page Reads/sec

% Disk Time

% Processor Time

QALoad-Citrix MetaFrame IMA

Thistemplate includesthe following counters and categories:

Application Enumerations/sec

Citrix MetaFrame
XP

Application Resolution Time (ms)

Application Resolutions/sec

Data Sore Connection Failure

DataStore bytesread/sec
DataStore byteswritten/sec
DataStore reads/sec

DataStore writes/sec

Conductor
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Fltered Application
Enumerations/sec

LocalHostCache bytesread/sec

LocalHostCache byteswritten/sec

LocalHostCache reads/sec

LocalHostCache writes/sec

Terminal Services Active Sessions

Total Sessions

QALoad-Citrix MetaFrame Zone

Thistemplate includesthe following counters and categories:

Citrix MetaFrame Dynamic Store bytesread/sec
XP

DynamicSore bytes
written/sec

DynamicStore reads/sec
DynamicStore writes/sec
LocalHostCache bytes read/sec

LocalHostCache bytes
written/sec

LocalHostCache reads/sec

Zone Elections

Zone Elections Won
Network Interface Bytes Total/sec

Current Bandwidth
Terminal Services | Active Sessions

Total Sessions
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QALoad-Cold Fusion

Thistemplate includesthe following counters and categories:

ColdFusion MX Avg DB Time (msec)
Server

Avg Queue Time (msec)

Avg Req Time (msec)

BytesIn / Sec

Bytes Out / Sec

DB Hits/ Sec

Page Hits/ Sec

Queued Requests

Running Requests

Timed Out Requests
Memory % Committed BytesIn Use

Available Bytes

Page Faults/sec

Process % Processor Time

QALoad-Generic Application Availability and Performance

Thistemplate includesthe following counters and categories:

Process % Processor Time

System System Up Time

QALoad-MSIIS Availability

Thistemplate includesthe following counters and categories:
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System System Up Time
Web Service Current Anonymous
Users

Current Connections
Logon Attempts/sec

NonAnonymous
Users/sec

Not Found Errors/sec
Total Delete Requests
Total Files Sent

Total Get Requests

Total NonAnonymous
Users

Total Not Found Errors

QALoad-MSlISPerformance

Thistemplate includesthe following counters and categories:

Internet Current Blocked Async I/O
Information Requests
Services Global

Total Blocked Async I/O
Requests

Total Rejected Async 1/O
Requests

URI Cache Hushes
URI Cache Hits

URI Cache Hits %
URI Cache Misses

PhysicalDisk % Disk Time
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Process % Processor Time

Redirector Current Commands

Network Errors/sec

Server Work Item Shortages
Server Work Queue Length
Queues

Web Service Not Found Errors/sec

Windows Registry Templates

Windows Registry Templates

QALoad providesthe following pre-defined Windows Registry templates:
QALoad-Active Monitoring Availability

QALoad-Citrix IMA Networking

QALoad-Citrix Metaframe all

QALoad-Citrix Metaframe IMA

QALoad-Citrix Metaframe Zone

QALoad-Cold Fusion

QALoad-Generic Application Availability and Performance
QALoad-M SIIS Availability

QALoad-M SlISPerformance

QALoad-Server Health

QALoad-Windows Availability

QALoad-Windows Performance

QALoad-Active Monitoring Availability

Thistemplate includesthe following counters and categories:

Memory Available MBytes | Thiscounter monitorsthe Active
Monitoring client site and notifies
you when it islow on resources,
where Processor time is > 95% for
morethan 3 intervals. The parameter
for thiscounter islnstance. The
default is _Total.

Conductor
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Processor % Processor Time Raise an event when Active
Monitoring client siteislow on
memory resources, where Available
Memory isat or below 1MB for more
than 3 intervals.

System System Up Time  Thiscounter teststhe network
connection between two machines
and monitorsthe communication
status of the machine that receives
communication.

QALoad-Citrix IMA Networking

Thistemplate includesthe following counters and categories:

Citrix IMA Bytes Thiscounter monitorsthe
Networking Received/sec(*_Total”) ' total bytesreceived per
second.
Bytes Thiscounter monitors the
Sent/sec(*_Total”) total bytes sent per second.

Network Connections This counter monitorsthe
network connections.

Network Interface Bytes Total/sec Thiscounter monitorsthe
network connection total
bytes/sec.

QALoad-Citrix Metaframe all

Thistemplate includesthe following counters and categories:

Citrix MetaFrame XP = Application Enumerations/sec = Thiscounter monitors
application enumerations/
sec.

Application Resolution Time Thiscounter monitors
(ms) application resolution
time.

Application Resolutions/sec Thiscounter monitors
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Data Sore Connection Failure

DataStore bytesread/sec

DataStore byteswritten/sec

DataStore reads/sec

DataStore writes/sec

Dynamic Sore bytesread/sec

DynamicSore bytes

written/sec

DynamicSore reads/sec

DynamicSore writes/sec

Fltered Application

Enumerations/sec

LocalHostCache bytesread/sec

LocalHostCache bytes

written/sec

LocalHostCache reads/ sec

LocalHostCache writes/sec

Zone Elections

Conductor

application resolutions.

Thiscounter monitors
datastore connection failure.

Thiscounter monitors
datastore bytes reads per
second.

This counter monitors
datastore bytes written per
second.

Thiscounter monitors
datastore reads per second.

Thiscounter monitors
datastore writes per second.

Thiscounter monitors
DynamicSore bytesread per
second.

Thiscounter monitors
DynamicSore bytes written
per second.

This counter monitors
DynamicSore reads per
second.

Thiscounter monitors
DynamicSore writes per
second.

This counter monitors
Fltered Application
Enumerations per second.

Thiscounter monitors
LoadHostCache bytesread
per second.

Thiscounter monitors
LoadHostCache bytes
written per second.

This counter monitors
LoadHostCache reads per
second.

Thiscounter monitors
LoadHostCache writes per
second.

Thiscounter monitors zone
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elections.

Zone ElectionsWon Thiscounter monitors zone
electionswon.

Memory Page Reads/sec This counter monitors page
reads per second.

PhysicalDisk % Disk Time This counter monitors %
disk time.
Processor % Processor Time Thiscounter monitors %

processor time.

QALoad-Citrix Metaframe IMA

Thistemplate includesthe following counters and categories:

Citrix MetaFrame Application Enumerations/sec Thiscounter monitorsthe
XP application enumeration per
second.

Application Resolution Time (ms) Thiscounter monitorsthe
application resolution time.

Application Resolutions/sec Thiscounter monitorsthe
application resolution.

Data Sore Connection Failure This counter monitorsthe
datastore connection failure.

DataStore bytes read/sec Thiscounter monitorsthe
datastore bytesread per second.

DataStore byteswritten/sec Thiscounter monitorsthe
datastore bytes written per second.

DataStore reads/sec Thiscounter monitorsthe
datastore reads per second.

DataStore writes/sec Thiscounter monitorsthe
datastore writes per second.

Filtered Application This counter monitorsfiltered
Enumerations/sec application enumerations per
second.

LocalHostCache bytesread/sec ~ Thiscounter monitors
LoadHostCache bytesread per
second.
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LocalHostCache byteswritten/sec Thiscounter monitors

LocalHostCache reads/sec

LocalHostCache writes/sec

Active Sessions

Total Sessions

QALoad-Citrix Metaframe Zone

LoadHostCache bytes written per
second.

This counter monitors
LoadHostCache reads per second.

This counter monitors
LoadHostCache writes per second.

This counter monitors active
sessions.

This counter monitorstotal
sessions.

Thistemplate includesthe following counters and categories:

Citrix MetaFrame
XP

Dynamic Store bytes read/sec
DynamicSore bytes
written/sec

DynamicSore reads/sec
DynamicSore writes/sec
LocalHostCache bytesread/sec
LocalHostCache bytes
written/sec

LocalHostCache reads/sec

Zone Elections

Zone ElectionsWon

This counter monitorsthe dynamic
store bytesread / sec.

This counter monitorsthe dynamic
store bytes written / sec.

This counter monitorsthe dynamic
store reads/ sec.

This counter monitorsthe dynamic
store writes/ sec.

Thiscounter monitorsthe
LocalHostCache bytesread / sec.

Thiscounter monitorsthe
LocalHostCache byteswritten / sec.

Thiscounter monitorsthe
LocalHostCache reads/ sec.

Thiscounter monitorsthe zone
elections.

Thiscounter monitorsthe zone
electionswon.
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Network Interface Bytes Total/sec This counter monitors network
connection total bytes.

Current Bandwidth Thiscounter monitors network
connection current bandwidth.

Terminal Services Active Sessions Thiscounter monitors active sessions.

Total Sessions Thiscounter monitorstotal sessions.

QALoad-Coald Fusion

Thistemplate includesthe following counters and categories:

ColdFusion M X Avg DB Time (msec)
Server

Avg Queue Time (msec)
Avg Req Time (msec)
BytesIn / Sec

Bytes Out / Sec

DB Hits/ Sec

Page Hits/ Sec

Queued Requests
Running Requests
Timed Out Requests

Memory % Committed BytesIn
Use

Available Bytes
Page Faults/sec

Process % Processor Time
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QALoad-Generic Application Availability and Performance

Thistemplate includesthe following counters and categories:

Process % Processor Time Thiscounter returnsthe
percentage of elapsed time
that all threads of a process
use the processor to execute
instructions. This process
could include code executed to
handle certain hardware
interruptsor trap conditions.

System System Up Time This counter monitors critical
tasks by verifying the existence
of processes. You can monitor
single or multiple tasks
running on the system by
selecting the Processes tab
from the task manager and
then selecting processes that
you want to monitor. You can
also monitor only certain
instances of atask by
specifying a Process ID to
monitor. If you do not specify
aProcess ID, thiscounter
monitorsall instances of the
task.

QALoad-MSIIS Availability

Thistemplate includesthe following counters and categories:

System System Up Time
Web Service Current Anonymous
Users

Current Connections
Logon Attempts/sec
NonAnonymous Users/sec

Not Found Errors/sec
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Total Delete Requests
Total Fles Sent
Total Get Requests

Total NonAnonymous
Users

Total Not Found Errors

QALoad-MSIISPerformance

Thistemplate includesthe following counters and categories:

Internet Current Blocked Async
Information I/0 Requests
Services Global

Total Blocked Async I/O
Requests

Total Rejected Async
I/0 Requests

URI Cache Fushes
URI Cache Hits
URI Cache Hits %

URI Cache Misses

PhysicalDisk % Disk Time
Process % Processor Time
Redirector Current Commands

Network Errors/sec
Server Work Item Shortages
Server Work Queues Queue Length

Web Service Not Found Errors/sec

92



Conductor

QALoad-Server Health

Thistemplate includesthe following counters and categories:

Memory % Committed BytesIn
Use
Pages/sec
PhysicalDisk % Disk Time

Avg. Disk Queue Length
Processor % Processor Time

System Processor Queue Length

QALoad-Windows Availability

Thistemplate monitorsthe availability of the Windows operating system, focusing on:
Logons

Security

Up time

The default sampling interval for thistemplate is5 minutes.

Thistemplate includesthe following counters and categories:

T T T

Server Errors Access Permissions The Microsoft Windows
Availability template uses these
Server registry countersto
Errors Logon monitor errors due to logon

Errors System problems.

Errors Granted Access

To enable these counters, you
must configure your Windows
system to audit logon and
logoff events. You can do this
by configuring the Audit Policy
in the User Manager for

Logon Total
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Domains program.

Server Sessions The Microsoft Windows
Availability template uses these
Server registry countersto
Sessions Forced Off monitor how well users
sessionsarerunning.

Sessions Errored Out

Sessions Logged Off
If thereisalarge number of
session errors, it isusually due
to systemsrebooting often or
network errors.

Sessions Timed Out

System System Up Time Thiscounter returnsthe
number of secondsthat a
system was available for use. If
thisnumber continuesto reset
to zero, it meansthat the
system isrebooting often. For a
report that liststhe number of
timesthat the system has
rebooted over a period of time,
see the Microsoft Windows
Availability Report topic.

QALoad-Windows Performance

Thistemplate monitorsthe performance of the Microsoft Windows system, focusing on:
CPU

Disk I1/0

Disk space

Memory

Network

The default sampling interval for thistemplate is5 minutes.

Thistemplate includesthe following counters and categories:

LogicalDisk % Disk Time Thiscounter monitorsthe
percentage of elapsed time that
the disk servicesread and write
requests, including thetime
that the disk driver waitsin the
disk queue. If thisvalueis
consistently near 100%, the disk
isin very heavy use. You can
determine which processes are
making the majority of the disk
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% Free Space

Avg. Disk Queue Length

Available Bytes

Conductor

requests by monitoring them
individually.

Thiscounter monitorslow free-
space situations.

This counter indicatesthe
number of pending I/O service
requests. If thereturned valueis
greater than 2, thereisadisk
problem. On a multi-disk
subsystem, such asastriped set
or striped with parity, you can
perform a calculation to
determine the presence of a disk
problem. The basic formulais
(Disk Queue Length) - (Number
of Physical Disk Drivesin the
multi-disk configuration).

For example, if you have a
striped set with 3 disk drives
and a queue length of 5, then
you get an acceptable value of 2
(5-3=2).

If the valuereturned by this
counter fallsunder 10 MB,
virtual memory isrunning low.
To resolve this, close some
applicationsor increase the
memory settings. If this counter
isconsistently low after an
application isrunning, it
usually indicates a system
memory leak.

Asthevaluereturned by this
counter decreases, the value
returned by the Committed
Bytes counter increases. This
indicatesthat a processis
allocating memory from the
virtual address space but might
not be using it. Because the
virtual address space isalimited
resource, use these countersto
check for applicationsthat
allocate memory but do not use
it. To resolve this, add more
physical memory. When an
application finishes processing,
note thelast value. If this
counter doesnot return to the
original value, the application
hasamemory leak or ahidden
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Cache Faults/sec

Committed Bytes

Page Faults/sec

Page Reads/sec

Pages/sec

Transition Faults/sec

Paging File % Usage Peak

96

processthat hasnot properly
terminated.

The acceptable range for
committed bytes should be less
than the physical RAM. The
default valueis 64 MB.

If the valuereturned by this
counter islessthan the value
returned by the Page faults/sec
counter, the system is paging
too much for anormal system.
To resolve this, add more
physical memory.

This counter returnsthe
amount of virtual memory (in
bytes) that was committed, as
opposed to memory that has
was reserved.

If the valuereturned by this
counter isgreater than 5, the
system ispaging too much. Add
more physical memory. A
consistent value of 10 or later
needsimmediate attention.

If thiscounter returnsahigh
peak value, the system is
experiencing alot of paging
activity. A high value also
indicatesthat your system does
not contain enough physical
memory to handle the demands
placed on it by the application.
To resolve this, add more
physical memory. To calculate
the % disk time used for paging,
use the following calculation:

(% Disk Time used for paging) =
(Memory, Pages/sec) * (Average
Disk Transfer/sec) * 100

This counter returnsthe
maximum use of your page file.
If the value the counter returns
consistently reaches 90%, the
virtual address space istoo
small. You should increase the



PhysicalDisk

Processor

Redirector

Server

% Disk Time

Avg. Disk Queue Length
Avg. Disk sec/Transfer
Disk Reads/sec

Disk Writes/sec

% Interrupt Time

% Processor Time

% User Time

Network Errors/sec

Bytes Received/sec
Bytes Total/sec

Bytes Transmitted/sec

Conductor

size of your paging file. When
the valuereturned by the
counter exceeds 75%, a
significant system performance
degradation becomes
noticeable.

Thiscounter monitorsthe
percentage of time that the
processor spent receiving and
servicing hardware interrupts
during the sample interval.

On single processor systems, if
the valuereturned by this
counter isconsistently higher
than 90%, the CPU probably
has a bottleneck. You should
examine each processin the
system to determine which one
isusing more of the processor
than it should. The process with
the highest peak isgenerally the
performance bottleneck.

Thiscounter monitorsnon-idle
processor time spent in User
mode as a percentage of the
sample interval.

Thiscounter indicates how
many serious network errors
have occurred. These errors are
generally logged in the system
event log, so you can check
there for moreinformation. If
an error occurs, take immediate
action to resolve the problem.
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Errors Logon Thiscounter determinesif an
unauthorized user istrying to
access your system.

Work Item Shortages Thiscounter monitorsthe
number of timesthat awork
item was not allocated. You
might need to increase the
InitWorkltems and
MaxW orkltems parameters for
the LanMan Server if this
number continuesto increase.

System Context Switches/sec If the valuereturned by this
counter valueishigh, assign a
higher priority to the use of
critical sections or semaphores
by the program. Thisachievesa
higher throughput and reduces
task switching.

Processor Queue Length

Managing Monitoring Templates

Creating a New Template

To open the New Monitoring Template wizard:

1. In Conductor, click Tools>Monitor Tasks to open the Manage Monitoring Tasks window.
2. Click Templates>New Template. The New Monitoring Template Wizard appears.

3. Click Next to start the procedure.

To create a new template:

Usethe following stepsin the New Monitoring Template wizard to create a new monitoring template:

Note: (WebLogic and WebSphere) When QALoad detects a managed server environment, you must also
select the individual server on which to model the template.

Enter the template properties

Configure the monitor

Server discovery (WebLogic and WebSphere)
Choose the server (WebLogic and WebSphere)
Process the server (WebLogic and WebSphere)

U

Counter discovery
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7. Choose the counters
8. Choose the instances

9. Review, save, and create the template

Opening an Existing Template

Usethe following stepsto apply a previously created or pre-defined template.

To open and review an existing template:

1. Inthe Conductor, click Tools>Monitor Tasks to open the Manage Monitoring Tasks window.

2. In the Manage Monitoring Tasks window, click Templates>Open Existing. The Select a Monitor Template File
dialog box displays.

3. Inthe Look in field, select a template type, then select a template and click Open. The template and its counters
display in the Manage Monitoring Tasks window.

Note: To apply atemplate to a task, use the New Monitoring Task wizard.

Editing Instances for Templates

Usethe following stepsto modify the instancesto monitor in a custom template:
Sep 1: Open the Edit Template Instances Wizard

Sep 2: Choosetheinstancesto monitor

Sep 3: Save thetemplate

Step 1: Open the Edit Template Instances wizard:

1. Inthe Conductor, click Tools>Monitor Tasks to display the Manage Monitoring Tasks window.
2. Open the template to edit.

3. Click Templates>Edit instances. The Edit Template Instances Wizard appears.

Step 2: Choose the instances of the counter to monitor:

Review the countersyou selected. When ared dot appears next to a counter, you must select an
instance for the counter.

1. Double-click the counter group to display the counters.

Select an instance for a counter and click Edit. The Select instance for counter dialog box appears.
To add an instance: In the Available Instance pane, select an instance and click Add.

To remove an instance: In the Selected instances pane, select an instance and click Remove.
Repeat until you select all instances of the counter that you want to apply to the task.

Click Save. You return to the Choose Instances dialog box.

Repeat this process for each designated counter.
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Click Next. The Summary dialog box displays.
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Step 3: Save the template:

1. Onthe Summary dialog box, review the monitors and counters you have selected for the template. Click Back to
return to a dialog box and make changes to the information.

Click Back to return to the previous step and edit the instances.

Click Finish to create the template.

Modifying Template Counters Using New Discovery Data

When you want to add or edit countersin acustom template, you can generate the discovery datathat you
add to thetemplate. The Edit Monitoring Template wizard guides you through the process of generating
and applying new discovery data. Use the following stepsto modify template countersusing new
discovery:

Sep 1: Open the Edit Monitoring Template Wizard
Sep 2: Enter properties of the template

Sep 3: Configure the monitor

Sep 4: Counter Discovery

Sep 5: Choosethe counters

Sep 6: Choose theinstances of the counter

Sep 7: Save the template

Step 1: Open the Edit Monitoring Template wizard:

1. Inthe Manage Monitoring Tasks window, open the template to edit.
2. Click Templates>Add/Edit Counter>Use new discovery data. The Edit Monitoring Template wizard appears.
3. Click Next in the Welcome dialog box. The Enter properties of the template dialog box displays.

Note: (WebLogic and WebSphere) You can change the Java Settingsfield, if necessary. If the Jva file
location has changed, click the Browse button and select the new location.

Step 2: Enter properties of the template:

In the Enter properties of the template dialog box, do the following:
1. Review the template information.
2. Type or edit the description for the template in the Description field
3. Click Next. The Configure Monitor dialog box displays.

Note: (WebLogic and WebSphere) You can modify any field in the Configure Monitor dialog box except
the Admin Server field.

Step 3: Configure the monitor:

In the Configure Monitor Dialog, do the following:

1. Type the configuration data for the host machine, if necessary. This data is used to connect to the host machine and
to the host database during counter discovery and runtime data collection. The required configuration data varies
depending on the monitor type selected. Click a link below to view the required configuration details for your monitor
type.
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I Oracle Application Server
' VM
I SAP
I ServerVantage
I SNMP
I WebLogic
I WebSphere
I WebSphere MQ
I Windows Registry
I WMI
2. Click Next.

I WebLogic and WebSphere) The Processing Servers dialog box displays. Follow the procedure for
selecting a server. Once you select the server, the automatic counter discovery process begins.

I (All other monitor types) The automatic counter discovery process begins.

Step 4: Counter discovery:

QALoad automatically performsthe counter discovery. The default maximum time for counter discovery is
300 seconds. When counter discovery iscomplete, the Choose Countersdialog box displays.

Step 5: Choose the counters:

When the counter discovery process completes, the Add the desired counter to thistemplate dialog box
appears.
1. From the Available Items pane in the Choose Counters dialog box, select the Template tab or the Counter tab.

2. To add an item, select a template or a counter to monitor in the task for this machine and monitor type, and click
Add, or double-click the item to display it in the Selected Items pane. Click Add All to add all the items on the
selected tab to the Selected Items pane.

3. Toremove an item, double-click the item in the Selected Items pane or select the item and click Remove. The item
is returned to the Available Items pane.

Note: Select multiple counters and templates by doing one of the following:

I To select nonadjacent counter items, click one counter item, and then hold down CTRL and
click each additional counter item.

I To select adjacent counter items, click the first counter item in the sequence, and then hold
down SHIFT and click the last counter item.

4. Click Next. The Choose Instances dialog box displays.

Note: When you select a template containing countersthat are not present on the machine you are
defining, you receive a message with a list of the countersthat will not be added to the task.

Step 6: Choose the instances of the counter to monitor:

Review the selected counters. When ared dot appears next to a counter, select an instance of the counter.

1. Double-click the counter group to display the counters.
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2. Select a counter and click Edit. The Select instance for counter dialog box appears.
3. Inthe Available Instance pane, select an instance and click Add.
4. Repeat until you select all instances of the counter that you want to apply to the task.
5. Click Save. The Choose Instances dialog box appears.
6. Repeat this process for each designated counter.
7. Click Next. The Summary dialog box displays.
Step 7: Save the template:
1. Onthe Summary dialog box, review the counters and instances you have selected for the template. Click Back to
return to a dialog box and make changes to the information.
2. Click Finish to create the template.

Modifying Template Counters Using Cached Discovery

When you need to add or edit countersin atemplate that you created, you can use the cached counter
discovery datato modify the template.

Note: You cannot modify the countersin pre-defined templates.

Follow these stepsto modify template countersusing cached discovery:

Sep 1.
Sep 2:
Sep 3:

Select the counter to add or remove
Choose theinstances of the counter

Savethe template

Step 1: Select the counter to add or remove:
1. In Conductor, click Tools>Monitor Tasks to open the Manage Monitoring Tasks window.
2. Open the template to edit, then click Templates>Add/Edit counter>Use cached discovery data. The Edit

5.

Template Counters wizard appears with the Add/Edit/Remove Template Counters dialog box displayed.
From the Available Items pane, select the Template tab or the Counter tab.

To add an item, select a template or a counter to monitor for this machine and monitor type, and click Add, or
double-click the item to display it in the Selected Items pane. Click Add All to add all the items on the selected tab
to the Selected Items pane.

To remove an item, select the item in the Selected Items pane and click Remove, or double-click the item to return
it to the Available Items pane.

Note: Select multiple counters and templates by doing one of the following:

6.

I To select nonadjacent counter items, click one counter item, and then hold down Ctrl and
click each additional counter item.

I To select adjacent counter items, click the first counter item in the sequence, and then hold
down Shift and click the last counter item.

Click Next. The Add/Edit/Remove Template Instances dialog box displays.

Note: When you select a template that contains counters not present on the machine you are defining, a
message displays with a list of the countersthat will not be added.
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Step 2: Choose the instances of the counter to monitor:

1. Review the selected counters. When a red dot appears next to a counter, select an instance of the counter.
Double-click the counter group to display the counters.

Select a counter and click Edit. The Select instance for counter dialog box appears.

In the Available Instance pane, select an instance and click Add.

Repeat until you select all instances of the counter that you want to apply.

Click Save. The Choose Instances dialog box appears.

Repeat this process for each designated counter.
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Click Next. The Summary dialog box displays.

Step 3: Save the template:

1. Onthe Summary dialog box, review the selected monitors and counters for the template. Click Back to return to a
dialog box and make changes to the information.

2. Click Finish to create the template.

Removing a Counter from a Template

Remove a counter from atemplate by following this procedure.

To remove a counter from atemplate:

In Conductor, click Tools>Monitor Tasks to open the Manage Monitoring Tasks window.
Select the counter or counter family to delete.

Click Templates>Remove counter.

Eal A

When the verification dialog box displays, click OK.
Note: You cannot remove the only counter family in atemplate or the last counter in a family.

Creating and Editing Monitoring Tasks

Creating a New Monitoring Task

To open the New Monitoring Task wizard:

1. From the Conductor Start Page, click Configure Monitoring in the Tasks area.
OR

In the Conductor's Visual Designer, click Tools>Monitor Tasksto open the Manage Monitoring
Taskswindow.

2. Click File>New. The New Monitoring Task wizard appears.
3. Click Next to start the procedure.

Note: You can open the Manage Monitoring Tasks window to edit or create a task by clicking the browse
button next to the Monitor task field in the Session node.
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To create a new monitoring task:

Usethe following stepsin the New Monitoring Task Wizard to create anew monitoring task:
1. Define the monitor

Configure the monitor

Discover the servers (WebLogic and WebSphere)

Choose the servers (WebLogic and WebSphere)

Process the Server (WebLogic and WebSphere)

Discover the counters

Choose the counters for the monitoring task

Choose the instances of the counter to monitor

© 0 N o gk w DN

Review the monitor definition

10. Save and create the monitoring task

Using an Existing Monitoring Task

To select an existing monitoring task:

1. From the Conductor Start Page, click Configure Monitoring in the Tasks area.
OR

In the Conductor's Visual Designer, click Tools>Monitor Tasksto open the Manage Monitoring
Tasks window.
2. Click File>Open. The Choose an Existing Task dialog box appears.
Select a task and click OK. The task displays in Manage Monitoring Tasks window.
4. Select Enable runtime monitoring at the bottom of the window to enable the monitoring task.

Note: You also can enable monitoring in the Session node of the Visual Designer. Use the drop-down
arrow in the Monitor task field to select an existing task, then select Enable monitoring. You can open the
Manage Monitoring Tasks window to edit or create a task by clicking the browse button next to the Monitor
task field.

Adding a Monitoring Machine

Use this procedureto add a monitor to an existing task.
Note: (WebLogic and WebSphere) In a managed server environment, you only can add a monitor to a task
from a different administrative server.

I For WebLogic, you must use the same WebLogic jar filesand WebLogic version asthe current
monitor.

I For WebSphere, you must usethe sasme WebShere Home, WebSphere client version, and
WebSphere server version asthe current monitor.

To add a monitor to an existing task under the same administrative server, use Eit an Existing Server Group.

To open the New Monitoring Task wizard:

1. Inthe Conductor, click Tools>Monitor Tasks to open the Manage Monitoring Tasks window.

2. Click Actions>Add monitor. The Add Monitoring Machine wizard appears. Click Next to start the procedure.
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To add a monitoring machine:

Usethe following stepsin the Add Monitoring Machine wizard to add a monitoring machine to the task:

Enter properties of the monitoring machine
Configure the monitor

Discover the Servers (WebLogic and WebSphere)
Choose the Servers (WebLogic and WebSphere)
Process the Server (WebLogic and WebSphere)
Discover the counters

Choose the counters for the monitoring task

Choose the instances of the counter to monitor
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Review the monitor definition

10. Save and create the monitoring task

Editing a Monitoring Machine

To open the Edit Monitoring Machine wizard:

1. In Conductor, click Tools>Monitor Tasks to open the Manage Monitoring Tasks window.

2. Select a monitor in the Monitors panel, then click Actions>Edit monitor. The Edit Existing Monitor wizard
appears.

3. Click Next to start the procedure.

You can open the Manage Monitoring Taskswindow to edit or create atask by clicking the
browse button next to the Monitor task field in the Session node.

To edit a monitoring machine:

Use the following stepsin the Edit Existing Monitor wizard to change the properties of amonitoring
machine:

1. Enter properties of the monitoring machine
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Configure Monitor Dialog
Discover the Counters
Choose Counters
Choose Instances

Review Monitor Definition
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. Summary
Note: See Setting Up Integration with ServerVantage for the procedure used for this monitor type.

Editing an Existing Server Group

(WebLogic and WebSphere) In a managed server environment, you can add, edit, or remove monitors
managed under the same administrative server using this procedure.

To open the Edit Existing Monitor Group wizard:

1. Inthe Conductor, click Tools>Monitor Tasks. The Manage Monitoring Tasks dialog box appears.
2. Select a monitor, then click Actions>Edit Monitor. The Edit Monitor dialog box appears.

3. Select Edit Server Group, then click OK. The Edit Existing Monitor Group wizard appears.

4. Click Next.

Note: You can open the Manage Monitoring Tasks window to edit or create a task by clicking the browse
button next to the Monitor task field.

To add, edit, or remove a monitor:

Usethe following stepsin the Edit Existing Monitor Group Wizard:
1. Enter Properties of the Monitoring Machine

Configure Monitor Dialog

Discover Servers

Choose Servers

Process Server

Discover Counters

Choose Counters

Choose Instances
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Review Monitor Definition

10. Summary

Editing a Single Server in a Managed Server Environment

(WebLogic and WebSphere) Use this procedure to edit the countersand instances for asingle server in a
managed server group.
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To open the Edit Monitoring Machine wizard:

1. Inthe Conductor, click Tools>Monitor Tasks. The Manage Monitoring Tasks dialog box appears.
2. Select a monitor, then click Actions>Edit Monitor. The Edit Monitor dialog box appears.
3. Select Edit This Server, then click OK. The Edit Existing Monitor wizard appears.

4. Click Next.

Note: You can open the Manage Monitoring Tasks window to edit or create a task by clicking the browse
button next to the Monitor task field.

To edit the server:

Usethe following stepsin the Edit Existing Monitor wizard:
1. Discover the counters
2. Choose counters
3. Choose instances
4. Review Monitor Definition
5

Summary

Editing Instances

Use the following procedure to edit instancesif the counters you are monitoring:
Sep 1: Open the Edit Instances dialog box

Sep 2: Choose theinstancesto monitor

Sep 3: Review the monitor definition

Sep 4: Save the task

Step 1: Open the Edit Instances dialog boxes:

1. Inthe Conductor, click Tools>Monitor Tasks to open the Manage Monitoring Tasks window.
2. Select the machine, the counter, or the instance to edit.

3. Click Tools>Monitoring>Edit instances. The Edit Instances dialog box displays.

Step 2: Edit the instances of a counter:

1. Inthe Choose Instances dialog box, double-click the counter group in the left-hand pane to display the counters.
2. Select a counter and click Edit. The Select instance for counter dialog box appears.
Note: When a counter can not be edited, the Edit button is unavailable.

3. Perform the necessary edits. You can do the following:

! In the Available Instances pane, select an instance and click Add. The instanceisadded to the
Selected Instances pane. Repeat until you select all instances of the counter that you want to
apply to the task.

I In the Selected Instances pane, select an instance and click Remove. Theinstanceisremoved
from the Selected Instances pane and added to the Available Instances pane.
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4. Click Save. The Choose Instances dialog box displays again.
5. Repeat this process for each counter you want to edit.
6. Click Next. The Review Monitor Definition dialog box displays.

Step 3: Review the monitor definition:

1. Review the information for the monitoring machine you defined.
2. Select one of the following:

I Set up another monitor for this task - returns to the Define Monitor dialog box so you can add
another monitor to the monitoring task.

I Continue without adding any more monitors - continues in this dialog box.

3. (Optional) Click Save as Template to create a template for this monitoring task.
4. (Optional) Select a monitor in the Monitors pane and click Remove Monitor to delete a monitor from the task.
5. (Optional) Type a new value in the Sample Interval field. This is the frequency, in seconds, at which QALoad

requests data from ServerVantage during runtime data collection.

6. Click Next. The Summary dialog box displays.

Step 4: Save the task:

1. Review the monitors and counters you have selected for the task. Click Back to return to a dialog box and make
changes to the information.

2. Inthe Monitoring task name field, type a name for the monitoring task.
In the Description field, type a description for the task.

4. Select a monitor in the Monitors pane, and click View Monitor Details. The Properties of dialog box displays with
detailed information about the monitor configuration and the counters you selected.

Click Finish to create the monitoring task.
Select Enable runtime monitoring at the bottom of the window to enable the monitoring task.

. Note: You also can enable monitoring in the Session node of the Visual Designer. Use the drop-down
arrow in the Monitor task field to select an existing task, then select Enable monitoring. You can open the
Manage Monitoring Tasks window to edit or create a task by clicking the browse button next to the Monitor
task field.

Removing a Monitor or a Counter from a Monitoring Task

Remove a monitor or a counter from a monitoring task, by following this procedure.

To remove a counter from a monitoring task:

1. Inthe Monitors pane of the Manage Monitoring Tasks window, select the monitor, counter, or counter family to

delete.
2. Click Actions>Remove Monitor/Counter.
3. When the verification dialog box displays, click OK.

& Note: You cannot remove the last monitor on a machine, the last counter in the family, or the last family of
countersin the task.
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Monitoring Managed Server Environments

Monitoring Managed Server Environments

WebLogic and WebSphere servers can be configured into managed server environments, where a multi-
server group ismanaged by an administrative server. You can create tasks and templates for managed
server environmentsusing the procedures for creating and editing monitoring tasks and selecting the
servers from which to extract data.

When you select a WebLogic or WebSphere server to monitor and QALoad detects a managed server
environment, it automatically queriesthe administrative server for the individual serversit manages. All
serversthat QALoad discovers are listed as available serversthat you can select for monitoring. You also
can create atemplate in a managed server environment by selecting an individual server on which to
model the template.

Edit the countersand instances for asingle server in a managed server group using the procedures for
creating and editing monitoring tasks. You also can add, edit, or remove monitors managed under the
same administrative server.

Creating Monitoring Tasks for Managed Servers

Usethe New Monitoring Task wizard to create monitoring tasks for individual servers or groups of servers
in amanaged server environment. When you create a monitoring task for a managed server environment,
you select an administrative server to monitor. QALoad queriesthe administrative server for the individual
serversit manages. All servers discovered are listed as available for monitoring.

Note: When the information returned by the administrative server indicates that it does not manage any
other servers, the counter discovery process begins for the individual administrative server.

Once you select the serversto monitor, QALoad beginsthe counter discovery process for each server in
turn. Select the counters and instances of countersto monitor on the first server. QALoad includesthesein
thetask, and then beginsthe counter discovery process for the next server you selected.

Creating Monitoring Templatesfor Managed Servers

You can select countersand instances and save them to atemplate that you can use for other monitoring
tasks.

When you create atemplate in a managed server environment, you select a server on which to model the
template and adding the counters and instances of countersto the template.

QALoad queriesthe administrative server for all the serversit manages. From thislist, select the server to
use asthe model when creating the template. QALoad's New Monitoring Template wizard guides you
through the process of adding the counters and instances of countersto the template.

Note: You can select only one server as a model for the template. If the server you select is unavailable, you
are returned to the managed server selection dialog box to choose another server.

Editing Monitorsin a Managed Server Environment

In amanaged server environment, you can edit asingle server or modify an existing group of serversin a
task.

Edit an individual server using the Edit Existing Monitor wizard. You can add or remove counters and
instancesto monitor on the server. When you edit a server group, you use the Edit an Existing Server
Group wizard. You can add monitors, edit the properties of a monitor, or remove monitors managed
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under the same administrative server. You also can change the countersand instancesto monitor on an
individual machine.

ServerVantage
Overview of Server Monitoring with ServerVantage

If you are currently alicensed user of Compuware's ServerVantage, you can integrate data from your
existing ServerVantage deployment directly into a QALoad timing file.

For thismethod to be successful, the following conditions must be met:
I ServerVantage must be installed and configured correctly on your system.

I ServerVantage must be scheduled to monitor the specified performance counters at a time that coincides with a
running QALoad test.

I You must configure the port to use for the SQL database. The port must be open on the ServerVantage database
server so that QALoad can retrieve the counter data at the conclusion of the test. The default SQL port is1433.

I QALoad must be able to access the ServerVantage database server on port 139 or 445 via tcp to obtain time stamps
at the beginning and end of the test.

I QALoad must be able to access the ServerVantage agent using an ICMP ping during the monitor setup. If security
restrictions prevent pinging the agent, an entry can be added to the host's file on the Conductor machine mapping
the domain name of the agent to the IP address of a machine that can be pinged, such as the Conductor.

About ServerVantage

ServerVantage (formerly ECoTOOLS) monitorsthe availability and performance of applications, databases
and servers, allowing usersto centrally manage events across all application components— Web servers,
firewalls, application servers, file systems, databases, middleware, and operating systems. ServerVantage
simultaneously monitorsthese components, analyzes both historical and real-time events, and correlates
monitored information for problem detection.

Integration with ServerVantageis configured from the QALoad Conductor. Performance counters collected
during aload test areincluded in thetest'stiming file and can be sorted and displayed in QALoad Analyze
in much the same way as QALoad timing data. For more information about installing or configuring
ServerVantage, refer to its product documentation.

Setting Up Integration with ServerVantage

Usethe following stepsto set up integration with ServerVantage:
Sep 1: Open the New Monitoring Task Wizard

Sep 2: Define and Configure the Monitor

Sep 3: Review the Monitor Definition

Sep 4: Review the Summary and Create the Task

Step 1: To open the New Monitoring Task wizard:

1. Click Tools>Monitor Tasks.

2. Click the Set up monitoring link, then select Set up a new monitoring task, then click OK to open the New
Monitoring Task wizard. Click Next.
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Step 2: To define and configure the monitor:

1. Inthe Define Monitor dialog box, click the arrow in the Monitor Type box and select ServerVantage.

2. Inthe Control Server Database Host field, click the down arrow and select the hostname of the machine where the
ServerVantage server is located.

Click Next. The Configure Monitor dialog box displays.
In the Username field, type a valid user name to access the ServerVantage server, if necessary.

In the Password field, type the password that corresponds to the user name above, if necessary.
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Select the Override Default Database check box to provide the ServerVantage database name. When this option is
not selected, QALoad uses the default ServerVantage database name. If you provided a different name during the
installation of ServerVantage, select this option and type the name in the Database Name field.

7. Inthe Name field in the Vantage Agent area, type the hostname of a machine(s) where a ServerVantage Agent is
installed, and click the Add button to add it to your load test.

8. Click Next to proceed to the next step, Review Monitor Definition.

Step 3: To review the monitor definition:

1. Review the information for the monitoring machine you defined.
2. Select one of the following:

I Set up another monitor for this task - returns to the Define Monitor dialog box so you can add
another monitor to the monitoring task.

I Continue without adding any more monitors - continues in this dialog box.

3. (Optional) In the Monitors pane, select the monitor, then click Save as Template to create a template for this
monitoring task.

4. (Optional) In the Monitors pane, select the monitor type, then click Remove Monitor to delete a monitor from the
task.

5. (Optional) Type a new value in the Sample Interval field. This is the frequency, in seconds, at which QALoad

requests data during runtime data collection.

6. Click Next to proceed to the next step, where you review the summary and create the task.

Step 4: To review the summary and create the task:

1. Review the monitors and counters you have selected for the task in the Summary dialog box. Click Back to return to
a dialog box and make changes to the information.

2. Inthe Monitoring task name field, type a name for the monitoring task. The task is saved so you can reuse this
configuration of counters and instances.

3. Inthe Description field, type a description for the task.

4. Select a monitor in the Monitors pane, and click View Monitor Details. The Properties of dialog box displays with
detailed information about the monitor.

5. Click Finish to create the monitoring task. The Manage Monitoring Tasks window displays.

Displaying ServerVantage Agent Data

If you set optionsto integrate ServerVantage resource utilization data before running atest, that datais
included in theresulting timing file. It can be sorted and displayed in QALoad Analyzein much the same
way as QALoad timing data. ServerVantage data providesa summary of all the Agentsthat ServerVantage
monitored during the load test and details aggregate statistics for Agent data pointsincluding minimum,
maximum, and mean data values.
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When you open atiming file containing ServerVantage Agent data, QALoad Analyze displaystest data with
QALoad timing data two ways:

I ServerVantage Agent workstations are listed in the Server Monitoring group in the Workspace tree-view, under the
Resource Trends (ServerVantage) branch. From the Workspace, select Agent workstations to create detail or
graphical views of the Agent data points. Specifically, you can:

! Display Agent data point details.
= Graph Agent data point details.

! Detailed data point information is displayed in the Data window. The ServerVantage detail view includes data such
as the name of the machine where you ran the ServerVantage Agent; the Agent name; and the minimum, maximum,
and mean data values for the Agent.

Note: ServerVantage resource utilization data is available only if you set the ServerVantage integration
options on the QALoad Conductor’s Test Information window before executing a load test.

ApplicationVantage
Overview of ApplicationVantage

QALoad integrates with ApplicationVantage to help you analyze network performance during aload test.
ApplicationVantage provides granular thread detailsthat allow network managersto identify poorly
performing applications. QALoad also providestest datathat you can open in ApplicationVantage.

Before QALoad can collect network data during aload test, the following must be true:

I The ApplicationVantage Agent is installed on the same machine as the QALoad Conductor. You can install either the
ApplicationVantage Agent or the ApplicationVantage Remote Agent.

I You have specified on which NIC to capture in the Manage Players/Groups dialog box in Conductor. How?

At test time when atransaction is started, the Player configured to capture ApplicationVantage data starts
an ApplicationVantage trace. The trace stopswhen the transaction completes. When a Player isrunning a
script that isset to run in ApplicationVantage mode, every transaction generates a new trace file. At the
end of the test, these files are packaged into the test'stiming file.

' Hint: For information about ApplicationVantage, refer to the documentation you received with your
purchase of thistool.

Configuring a test to use ApplicationVantage

Integration with ApplicationVantage enablesyou to study network problemsin detail. You can set up one
or more ApplicationVantage (AV) Player machines for the load test. These AV Player machinesrun a
QALoad script on a periodic basiswhile the AV Agent capturesthe network traffic that the script produces.
Theresulting AV trace files (*.opx) are sent back to the Conductor with the regular QALoad timing file for
analysis after the test iscomplete.

To enable ApplicationVantage, you must be running ApplicationVantage 10.0 or greater. You must enable
ApplicationVantage in the Propertieswindow, and set the Network Interface Card (NIC) Name used by the
machine on which the datais captured.

Enabling ApplicationVantage

You can enable or disable the ApplicationVantage for each load test on a script. To enable
ApplicationVantage, you must select the option, and then set the Network Interface Card (NIC) Name.

To enable ApplicationVantage:
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1. Click the scripticon @ for the appropriate script in the Visual Designer window. The Script Properties panel
appears on the right-hand side of the window.

2. Inthe Script Properties panel, click the ApplicationVantage field, then select True.
3. Click Tools>Manage Players.

4. If necessary, set the NIC Name.

Setting up Network Interface Card Name

To use the ApplicationVantage Agent to collect data for ApplicationVantage, it isnecessary to specify
which Network Interface Card (NIC) to capture on. Thisisthe network information for the workstation
where your ApplicationVantage Remote Agent isinstalled.

To set up NIC Name:

1. On the Conductor's toolbar, select Tools>Manage Player. The Manage Players/Groups dialog box displays with
names of available Player machines listed in the Players area.

2. Click the Player machine that will be running the virtual user to be captured. The information for that Player machine
displays in the Player Information area.

3. If necessary, click the button next to Application Vantage Settings to expand the information.
4. From the drop-down list in the NIC Name field, select the NIC that is used by the machine.
6. Click Save, then click OK.

ClientVantage
Overview of ClientVantage

ClientVantage manages end-user application performance and availability. Problems can be diagnosed by
powerful fault detection and analysis capabilities as well as resource monitoring.

ClientVantage must beinstalled on the same Windows workstation asthe QALoad Conductor and the
QALoad Player.

Vantage Analyzer
Vantage Analyzer Integration

Vantage Analyzer isdesigned for easy resolution of complex application performance issues. It enables you
to easily drill into specific problem transactionsto determine the cause of bottlenecksin your production
applications. It also enables you to find Java code and SQL statementsthat are consuming excessive
resources. Troublesome memory leaksthat are observed in your actual production servers can be quickly
resolved.

If you are currently alicensed user of Compuware's Vantage Analyzer, you can integrate data from your
existing Vantage Analyzer deployment directly into a QALoad timing file.
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For thismethod to be successful, the following conditions must be met:

The supported version of Vantage Analyzer must be installed and configured correctly on the same machine as
QALoad Analyze. For more information about installing or configuring Vantage Analyzer, refer to its product
documentation.

Time has to be synchronized between the QALoad Conductor machine and the Vantage Analyzer Nucleus Server
machine to make testing data more meaningful. The difference of the time between the two machines is saved in a
timing file.

Setting Up Integration with Vantage Analyzer

To set up integration with Vantage Analyzer:

1.

Open or create a session in the Conductor. From the Tools menu, choose Monitor Tasks. The Manage Monitoring
Tasks dialog box displays.

Click the Set up monitoring link and select Set up a new monitoring task. Click OK. If the Welcome to the New
Monitoring Task Wizard appears, click Next.

In the Define Monitor dialog box, click the arrow in the Monitor type box and select Vantage Analyzer.

In the Nucleus Server Name or IP address field, type or select the machine host name or IP address of the machine
where the Vantage Analyzer Nucleus server runs.

Click Next. The Configure Monitor Dialog box displays.

In the Username field, type the login user ID for the Vantage Analyzer Nucleus server machine (not the Nucleus
server itself).

In the Password field, type the login password for the Vantage Analyzer Nucleus server machine (not the Nucleus
server itself).

Click Next. The Review Monitor Definition dialog box displays.

Capturing Vantage Analyzer Metrics

Capture several levels of Vantage Analyzer metrics during a conductor performance tests.

To capture Vantage Analzyer metrics:

1
2
3.
4

o

Set up capture of J2EE/ASP.Net web application for testing within Vantage Analzyer.
Click Retrieve Vantage Analzyer Data button. The Retrieve Vantage Analyzer Data dialog box appears.
Configure Vantage Analyzer monitoring tasks in the dialog box and click OK.

Click the Capture Mode button to configure capture mode. The Vantage Analzyer Capture Mode-Settings dialog box
appears.

Configure capture mode and click OK.

Run the test.

Test Setup Interface

Overview of the Test Setup Interface

The Conductor providestwo methods for designing atest session: the Visual Designer and the Grid View.
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Visual Designer

The Conductor'smain window isthe Visual Designer. The Visual Designer consists of three partsthat you
use to create the test session:

I Visual Designer window - contains a series of nodes displayed in a tree view. The session displays as the top-level

node, while the scripts in the session are represented as nodes underneath the session.

Players/Groups panel - This is a dockable panel the appears on the left-hand side of the window. It displays all
Players and Groups available for the session.

Properties panel - This is a dockable panel the appears on the right-hand side of the window. Select a session node,
a script icon, or a Player machine in a script node to display information and set options for each one.

You can assign player machinesto a script by dragging a player or a player group from the Player/Groups
panel and dropping it into the script in the Visual Designer window. Review and update properties of the
test elementsin the Properties panel.

In addition, the Visual Designer'stoolbar provides accessto standard Windows functionality, such as Print
and Copy, aswell as quick accessto Conductor setup optionsand to QALoad Analyze.
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Grid View

Alternately, you can open the Grid View to enter test information and set up the machines and scripts for
thetest. The Grid View isa dockable window that appears at the bottom of the Visual Designer window.
Changes madein the Grid View appear in the Visual Designer.

The fieldsyou use to set optionsfor your load test are displayed in two tabs:
I Script Assignment tab - where you set up options for any scripts that have previously been recorded and compiled.

! Machine Assignment tab - where you assign scripts to specific Player workstations, starting and ending virtual users
(VU), VU increments, and timing intervals.

The Grid View toolbars provides access to the main functions of assigning scripts and playersto your load
test session.

| | Ass
~: |

Script Assignment | Machine Assignment
"'5 Mew % Remove 3¢ Remowe All
Scrpt Mame + Middleware + Tranzaction: 8 Debug Options + Emor Handling + Pacing H T
# " Click here to add a new scnpt agzignment
p = google.cpp Wt 1 LNoREr Restart Trangzaction 00: 00:07.000

& ntm.cpp Wi 1 LNonEr Restart Tranzaction 00: 00:07.000

1w aoll.cpp i 2 <noner Fiestart Transaction 00:00:01.000

Using the Visual Designer

The Visual Designer isthe main window, the test setup interface, that displays a collection of iconsand
nodesthat represent your test session. Thetop level nodeisthe current test session, and the child nodes
represent the scripts assigned to the session.

Usethe Visual Designer to enter information about your test and set up the machines and scriptsfor the
test using the two panelsin the Visual Designer window:

! Players/Groups panel - This is a two-tabbed window that list the installed QALoad Players and any groups in which
they are members. Assign Players and groups to individual scripts by dragging and dropping them into the script
nodes.

! Properties panel - This is a dynamic panel on the right-hand side of the Visual Designer that changes content
depending on the view you choose. Use the Properties panel to setup and review configurations for session, script,

and Player properties.

0 Session properties - Click the top-level Session node to display session propertiesin the Session
Properties panel. Use the Session Properties panel to enable recording and set session duration.

0 Script properties - Click the script icon @ for any individual script to display its propertiesin
the Script Properties panel. Use the Script Properties panel to set optionsfor Application
Vantage, external filesand datapools, and additional script properties, such as debug options,
error handling, number of transactions, and timing options.
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o0 Player properties - Click an individual Player in a script nodeto view it's propertiesin the Player
Properties panel. You can set starting and ending virtual users (VU), VU increments, mode and
timing intervals, and set expert user options.

Use thetoolbar buttonsto assign scripts, assign players and groups, or to open the Test Configuration
Wizard, where you can easily configure your test session.

Using the Grid View

You can usethe Grid View to enter test information about your test and set up the machines and scripts
for thetest. The Grid View containstwo tabs:

I Script Assignment tab - Use this tab to set up options for any scripts that have previously been recorded and
compiled. Any scripts you add here are included in your load test, and one virtual user is automatically assigned to
your script on the Machine Assignment tab. After setting up your scripts here, you must assign additional virtual
users to your script from the Machine Assignment tab.

! Machine Assignment tab - Use the Machine Assignment tab in the Grid View to assign scripts to specific Player
workstations. You also assign starting and ending virtual users (VU), VU increments, and timing intervals.

To open the Grid View:

Click View>Grid Window. The Grid View pane appears below the Visual Designer window.

Runtime Window

When you start atest, the Conductor'sinterface changesto an interactive test control station called the
Runtime Window. From the Runtime Window, you can observe the progress of individual scriptsand
Player machines, create real-time graphs, and change the behavior of scriptsand Playersfrom arunning
test to better simulate the unpredictability of real users. Thiswindow hastwo unique areas:

! Runtime main window - The information in the main Runtime window depends on the view you select in the Active
View field. You can view details for all test scripts, individual test scripts, all player machines, and individual player
machines.

! Runtime Options Panel - The lower pane, called the Runtime Options Panel, displays data for the current view and
the individual script you select. This is a dockable control station that allows you to change virtual user options and
data transfer options while your test is running. The information in the Runtime Options panel is displayed in three
tabs: Virtual User Options Tab, Script Options Tab, Global Options Tab.
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Running a Test

Running a Load Test

After validating a script, it is safe to run aload test with that script.

To start a load test:

In the Conductor, click the Run button on the configuration and setup toolbar, or from the Actions menu,
choose Run. While atest isrunning, the Conductor's Interface changesto provide you with real-time test
options. For moreinformation, see Runtime Window Interface.

Note: While any window on the desktop is re-sizing or re-positioning, all Windows applications pause. Do
not click and hold on a window caption or border for extended periods during a load test because it delays
message handling and may have an impact on test results.

While aload test isrunning, the Conductor’stoolbar changes from the Configuration and Setup Toolbar to
the Runtime Toolbar. The Runtime Toolbar buttonslet you control the test and access detailed

information about the test while it isrunning. For more information, see Monitoring a Load Test. This
gives detailed information about what to expect from the QALoad Conductor while atest isrunning —
including descriptions of the Runtime Toolbar buttons

Running a Series of Tests

You can also run a series of tests — a batch test. A batch test comprises multiple session ID files. When you
run abatch test, the session files are executed sequentially until all of them are executed. The Conductor
enablesyou to run multiple batch testswithout operator intervention. For more information, see Running
a Batch Test.

Running a Load Test

After validating a script, it issafe to run aload test with that script.

To start a load test:

In the Conductor, click the Run button on the configuration and setup toolbar, or from the Actions menu,
choose Run. While atest isrunning, the Conductor's Interface changesto provide you with real-time test
options. For moreinformation, see Runtime Window Interface.

Note: While any window on the desktop is re-sizing or re-positioning, all Windows applications pause. Do
not click and hold on a window caption or border for extended periods during a load test because it delays
message handling and may have an impact on test results.

While aload test isrunning, the Conductor’stoolbar changes from the Configuration and Setup Toolbar to
the Runtime Toolbar. The Runtime Toolbar buttonslet you control the test and access detailed

information about the test while it isrunning. For more information, see Monitoring a Load Test. This
gives detailed information about what to expect from the QALoad Conductor while atest isrunning —
including descriptions of the Runtime Toolbar buttons
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Running a Series of Tests

You can also run a series of tests — a batch test. A batch test comprises multiple session ID files. When you
run abatch test, the session files are executed sequentially until all of them are executed. The Conductor
enablesyou to run multiple batch testswithout operator intervention. For more information, see Running
a Batch Test.

Dialing Up/Down Virtual Users

QALoad'sdial-up/dial-down featurein Conductor allowsyou to dynamically add or reduce virtual usersto
your test at the script or Player level while your test isrunning. Thisenablesyou to adjust your running
test according to test behavior on-the-fly, rather than stopping to re-configure playback criteria.

To usethedial-up/dial-down feature, you must:
I be licensed for at least the number of virtual users requested
I configure a dial-up/dial-down session before running the test

Notes:

I If you have not configured adial-up/dial-down session, you will not be allowed to add or
suspend virtual userswhile thetest isrunning. For more information, see Configuring a Dial-up
Session.

! Dial-up/dial-down isenabled only after all Virtual Users configured for the test session are
ramped up.

! Dial-up/dial-down is not supported for amachine assignment entry that isusing a player
group.

When your test isrunning, the bottom of the Test Information window turnsinto the dockable Runtime
Options panel, a portion of which isshown below:

F!untime Dptionz

Virtual Uszer Options | Scrpt Options | Global Options
Al Virtual U sers

Ciial Up T own
Currently Running#tailable: 040

Change Punning Tao: I £ Apply

When you click on a Player or script in the test'stree-view, the Runtime Options panel indicates how many
virtual usersare currently running on the selected Player machine or script. You can change the number of
running virtual users per script or per Player by selecting the appropriate script or Player machinein the
tree-view, and then typing anew number in the Change Running To field (or by using the up/down
arrows).

To dial up or down (add or subtract) virtual usersduring a test:

1. When your test is running, click on the script or Player workstation in the Runtime Window's tree-view for which you
want to add or subtract virtual users. On the Virtual User Options tab, the Currently Running/Available field shows
how many virtual users are currently running on that script or Player.

2. Inthe Change Running To field, type a new number or use the up/down arrows to change the number.

3. When you are done, click Apply. The Conductor will release or suspend the specified number of virtual users.

Notes:
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I Your changes do not take effect until you click Apply.
I When you dial down a virtual user, the virtual user finishesthe current transaction before going into a
suspended state.

Increase/ Decrease Runtime Timing Updates

While atest isrunning, you can change the frequency at which timing updates are sent from the Playersto
the Conductor in the Runtime window. Decreasing the update interval reducesthe amount of overhead
incurred in large load tests due to the communications between the Conductor and large numbers of
virtual users.

To change the Runtime Timing updates:

1. Onthe Global Optionstab of the Runtime Options panel (bottom pane), choose from the
following options:;

I No Updates: Choose thisoption to stop sending timing datawhile thetest isrunning. Data
will still be collected at the end of the test.

I Send All: Choose thisoption to send all timing data asit iscompiled.

I Periodic Updates: Choose thisoption to specify atime interval for sending updates, then type
thetimeinterval (in seconds) below.

2. Click Apply. Any change takes effect immediately, and applies to all scripts in the test.

Stopping a Load Test
A load test iscomplete when all virtual usersexit. A virtual user automatically exitswhen one of the
following occurs:

I A script encounters an EXIT command.

I A script completes its transaction loop.

I A QALoad function fails and Abort on Error is set in Error Handling

To stop aload test:

Click the Exit All Virtual Users button or click the Quit Current Test button. The Virtual User icon
changesto & and the message, "Session aborted by User", displays.

Adding Post-test Comments

If you selected the Display post test comments dialog option when you configured the Conductor, the
Post Test Commentswindow openswhen you click the Quit Current Test button. Type any comments,
which are saved to the test’s Summary Report that you can view in QALoad Analyze.
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Adding Post-test Comments

By setting the appropriate options when you configure the Conductor, you can add commentsto a
completed test. The comments appear in thetest's Summary Report in QALoad Analyze.

To configure the Conductor for adding post-test comments:

1. Select Tools>Options. The Options dialog box appears.
2. Inthe Dialog section of the Conductor Sessions page , select Display post test comments dialog.

3. Click OK. The Conductor is now configured so that you can add comments when a test completes.

To add post-test comments:

1. Inthe Test Completed dialog box, click Exit Test.

OR
In the Runtime toolbar, click the Quit current test button. The Post Test Comments dialog box
displays.
2. Type any comments in the dialog box, then click OK. Your comments are saved in the Post Test Comments field of
the Summary Report in
3. QALoad Analyze.

Monitoring a Load Test

When you start atest, the QALoad Conductor’'sinterface changesto an interactive test control station,
referred to asthe Runtime Window. The Runtime Window displaysinformation about the scripts,
machines, and virtual usersthat are executing the load test. From the Runtime Window, you can observe
the progress of individual scriptsand Player machines, create and view real-time graphs, and start or
suspend scripts and Players from arunning test to better simulate the unpredictability of real users. For
moreinformation, see Runtime Window Interface.

In addition to the test data shown by default on the Runtime Window, you can access detailed test
information using the QALoad Conductor’s Runtime Toolbar Buttons. You can:

I View statistics for a single virtual user

I View the activities of a virtual user in a browser-like window (WWW only)

I Step to the next request (WWW only)

I View the current datapool record

! Display the script running on a single virtual user

! Display messages sent from a Player workstation to the QALoad Conductor

! Display statistics about Conductor/Player communication

I Show/hide the Runtime Tree or Runtime Control Panel

I Exit, abort, or quit the test

For moreinformation, see Runtime Toolbar Buttons.
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Viewing Test Statistics

Once all workstations stop executing, click the Quit Current Test button on thetoolbar to complete
thetest and automatically create the timing file (.tim). To compute and view test statisticsfrom thetiming
filein QALoad Analyze, open Analyze from Conductor.

To access Analyze from the Conductor:

From the Conductor's Tools menu, choose Analyze.

Conductor Runtime Interface

Runtime Window Interface

When you start atest, the Conductor'sinterface changesto an interactive test control station called the
Runtime Window. The Runtime Window displaysinformation about the scripts, machines, and virtual
usersthat are executing the load test. The Runtime window isdivided into two areas—the main Runtime
window, and the dockable Runtime Options panel at the bottom of the window.

On the Runtime Window, you can observe the progress of individual scriptsand Player machines, view
real-time graphs, and start or suspend scriptsand Players from arunning test to better smulate the
unpredictability of real users. The Runtime main window dynamically displaystest details according to the
type of information you select in the Active View field.

The lower pane, the Runtime Options panel, displays data for the current view and the individual script
you select. Thisisadockable control station that allowsyou to change virtual user optionsand data
transfer options while your test isrunning.
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Runtime Window

When you start atest, the Conductor'sinterface changesto an interactive test control station called the
Runtime Window. From the Runtime Window, you can observe the progress of individual scriptsand
Player machines, create real-time graphs, and change the behavior of scriptsand Playersfrom arunning
test to better ssimulate the unpredictability of real users. Thiswindow hastwo unique areas:

I Runtime main window - The information in the main Runtime window depends on the view you select in the Active
View field. You can view details for all test scripts, individual test scripts, all player machines, and individual player
machines.

I Runtime Options Panel - The lower pane, called the Runtime Options Panel, displays data for the current view and
the individual script you select. This is a dockable control station that allows you to change virtual user options and
data transfer options while your test is running. The information in the Runtime Options panel is displayed in three
tabs: Virtual User Options Tab, Script Options Tab, Global Options Tab.

Active View Details

Detailsfor arunning load test are displayed in the Runtime main window. The details displayed depend on
the option you select in the Active View field. You can choose:
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All Virtual Users

Virtual Users by Script

Virtual Users by Machine

All Sripts

All Player Machines
GraphsView

Sessions View

VantageAnalyzer MReports View
All Virtual Users

Liststhe script and player machine involved in the test and other detail information by each virtual user.
Double-click a virtual user to display the Virtual User Info window. Select this option to view details about
each virtual user running a script in the test:

Statusicon: Thefirst column displaysan icon that indicatesthe status of the virtual user. A movingicon
representsarunning virtual user; a still icon representsavirtual user that hasn't yet started or is suspended;
and an icon with acheckmark through it representsavirtual user that has exited. A red circle with an X
indicates errors have occurred on that virtual user, or that the test session was manually terminated using
the Exit, Abort, or Quit Current Test buttons.

User: Virtual User'sidentification number assigned by QALoad.

Script: Name of the script the virtual user isrunning.

Machine: Name of the Player machine on which the script isrunning.

Pass. Number of transactions successfully completed.

Fail: Number of transaction that have failed to complete successfully.

Min: Liststhe shortest response time recorded for a transaction on the virtual user.
Max: Liststhe longest response time recorded for atransaction on the virtual user.
Last: Liststhe most recent response time recorded on the virtual user.

Status: Listsa status for the virtual user if any errors have been encountered, or liststhe name of the
checkpoint the user hasencountered if the option Send all timing dataincluding Checkpoint information
was selected on the Runtime window of the Session Optionsdialog box during test setup. Double-click a
virtual user for more information, or if the error message isto long to read.

Errors:

Error Message:

Note: Double-click in any field to display the Virtual User Info dialog box with the details about each virtual
user.

Virtual Users by Script

Lists Virtual User and Player machine information within each assigned script. Double-click a virtual user
to display the Virtual User Info window. Select this option to view the following details for each virtual
user sorted by script:

User: Virtual User'sidentification number assigned by QALoad.

Machine: Name of the Player machine on which the script isrunning.

Pass. Number of transactions successfully completed.

Fail: Number of transaction that have failed to complete successfully.

Min: Liststhe shortest response time recorded for atransaction on the virtual user.
Max: Liststhe longest response time recorded for atransaction on the virtual user.
124



Conductor

Last: Liststhe most recent response time recorded on the virtual user.

Status: Listsa status for the virtual user if any errorshave been encountered, or liststhe name of the
checkpoint the user hasencountered if the option Send all timing dataincluding Checkpoint information
was selected on the Runtime window of the Session Optionsdialog box during test setup. Double-click a
virtual user for more information, or if the error message isto long to read.

Errors:

Error Message:

Note: Double-click in any field to display the Virtual User Info dialog box with the details about each virtual
user.

Virtual Users by Machine

Lists Virtual User and script information within each assigned player machine. Double-click a virtual user
to display the Virtual User Info window. Select thisoption to view the following details for each virtual
user sorted by Player machine:

User: Virtual User'sidentification number assigned by QALoad.

Script: Name of the script the virtual user isrunning.

Pass. Number of transactions successfully completed.

Fail: Number of transaction that have failed to complete successfully.

Min: Liststhe shortest response time recorded for atransaction on the virtual user.
Max: Liststhe longest response time recorded for atransaction on the virtual user.
Last: Liststhe most recent response time recorded on the virtual user.

Status: Listsa status for the virtual user if any errorshave been encountered, or liststhe name of the
checkpoint the user hasencountered if the option Send all timing dataincluding Checkpoint information
was selected on the Runtime window of the Session Optionsdialog box during test setup. Double-click a
virtual user for more information, or if the error message isto long to read.

Errors:

Error Message:

Note: Double-click in any field to display the Virtual User Info dialog box with the details about each virtual
user.

All Scripts

Listsdetail information for each script assigned to the test. Select thisoption to display the following
summary details about every script in the test:

Script: The name of the script.
Total Users: The total number of virtual users assigned to run the script.

Running: The total number of virtual users currently running the script. Thisnumber may vary at different
timesin asingle test if you are configured for dial-up virtual users, or have configured the test asaramp-up
test.

Pass: The number of transactions successfully completed.
Fail: The number of transactionsthat have failed to complete successfully.
Response Time: The average response time of all virtual users currently running the test script.

Throughput: The average number of transactions per second thisscript isrunning.

All Player machines
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Listsdetail information for each player machine assigned to the test. Select this option to display the
following summary information about each Player machinerunning the test.

Machine: The machine name, preceded by an icon indicating whether the test iscurrently running on the
machine or finished. A blue checkmark indicates a successfully completed test.

Total Users: The total number of virtual users controlled by that Player Agent.

Running: The total number of virtual users currently running on that Player Agent machine.
% Processor: The percentage of the Player Agent machine's processor that is currently in use.
% Memory: The percentage of the Player Agent machine'smemory that iscurrently in use.
% Disk: The percentage of the Player Agent machine's disk space that iscurrently in use.
Status: Listsa general statusfor the test. For example, Test isrunning.

Graphs View

Displaysreal-time graphs for checkpoints, performance counters, and Player machine health statistics. You
can control which types of data are graphed in addition to how the graphs appear. For detailed
information, refer to Graphs View.

Sessions View

Displayssummary information about thetest and the Player machine. For more information, refer to
Session View

VantageAnalyzer MReports View

Displaysthe latest retrieved VantageAnalyzer reports. If there are no VantageAnalyzer monitoring task
associated with the tests, the active view isnot available. For moreinformation, refer to VantageAnalyzer
M Reports View.

Session View

When you select Session in the Active View field, the Conductor Runtime Window provides summary
information about the test session that iscurrently running. The Session view can be printed as a report by
right-clicking and choosing Print from the shortcut menu.

Note: The Session view below has been cropped to better fit this help topic, while still representing what a
real Session view might look like.

Click on the sectionsin the following graphic for more information about the Session view.
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Graphs View

Conductor

The Graphsview in the Conductor Runtime Window displays graphs of data collected during the test. By
default, the Graphsview displays graphsfor response times, test status, and player machine health.

Other graphs, such as user-defined checkpointsand Remote Monitoring counters, can also be plotted in

theright pane of the Graphsview if they were enabled for the session.

To display graphs:

1. Right-click on a counter or other data type in the tree view that you want to plot in a graph.

2. Choose Add Graph or Add Plot To.
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You can also modify a graph's appearance by right-clicking on the graph and choosing one of the
formatting options, such as colors and axes properties. To increase the visibility of a plot when you have
multiple plots on a graph, click on aplot (or that plot'snumber in the legend) to highlight it.
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VantageAnalyzer MReports View

When selecting VantageAnalyzer MReportsfrom the Active View field, the Conductor Runtime Window
providesthe last retrieved VantageAnalyzer MReport. The three toolbar buttons availablein thisview allow
you to display the VantageAnalyzer Configuration dialog box, to refresh the VantageAnalzyer report, and
to launch the VantageAnalyzer Performance Console.

Thisview isnot available if the VantageAnalyzer reportsretrieval isnot configured. To set up
VantageAnalyzer reportsretrieval, refer to Retrieve VantageAnalyzer Data.

Runtime Options Panel

This dockable control station enablesyou to change virtual user options and data transfer optionswhile
your test isrunning. The information in the Runtime Options panel isdisplayed in three tabs:

Virtual User Options Tab

Currently Running/Available: Displaysthe number of currently running Virtual Users.
Change Running To: Click the arrowsto change the number of Virtual Usersin the test.
Apply: Click to apply your changes.

Script Options Tab

Changes madein thiswindow will override options set during the original Script Assignment.
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Note: Optionson thistab are available only when Virtual Users by Script or All Scripts are selected in the
Active View.

Error Handling: Choose how to respond when an error occurs during execution of the transaction. During
large load tests, errors can sometimesindicate that the test isstraining the limits of the hardware/software
in thetesting environment. Options are:

I Abort Transaction — If an error occurs while a transaction is being executed, the Player should abort the current
transaction and the virtual user who encountered the error should exit the test. Use this option when errors will make
the virtual user invalid for executing more transactions.

I Continue Transaction — If an error occurs while a transaction is being executed, the Player should continue
executing the transaction as if the error didn’t occur. Select this option when errors are not critical to the performance
of the load test and can be safely ignored.

! Restart Transaction (WWW, SAPGUI, and Citrix scripts only) — If an error occurs while a transaction is being
executed, the Player should abort the current transaction entirely and restart a new transaction from the beginning.
Note that the transaction count will increase for each transaction that is restarted.

Pacing: Enter avaluein thisfield to change therate of pacing. Pacing isthe timeinterval between the start
of atransaction and the beginning of the next transaction on each workstation running the script. For
example: if atransaction isdesigned to duplicate the process of someone handlingincoming telephone
callsand those calls arrive at arate of 40 per hour/per person, set the pacing rate at 90 seconds.

Sleep: QALoad recordsthe actual delays between requests and insertsthe DO_S_EEP command in the
script to mimic those delayswhen the script is played back in atest. You can maintain the exact length of
therecorded delays at playback, or shorten them by entering a smaller percentage of the originally
recorded delay to play back. For example, if you recorded a delay of 10 secondsthen DO_S EEP (10); is
written to your script. Then, if a Seep Factor of 50% is specified here, the Player will sleep for 5 seconds at
that statement when thetest is executed.

Apply: Click to apply your changesto therunning script.

Cancel: Click to cancel any changesyou have not yet applied to the running script.
Global Options Tab

Global Optionsapply to all scripts.

Timing Updates: Select when the Playersin your test should send timing information to the Conductor.
You can choose:

No Updates- No timing updates are sent to the Conductor
Send All - Sends all timing updatesto the Conductor

Periodic Updates - If you chose Periodic Updates, type how often, in seconds, timing updates
should be sent to the Conductor in the (1 - 1000 Sec.) field.

Apply: Click to apply your changesto therunning script.

Cancel: Click to cancel any changesyou have not yet applied to the running script.

Monitoring a Running Test

Monitoring a Load Test

When you start atest, the QALoad Conductor’'sinterface changesto an interactive test control station,
referred to asthe Runtime Window. The Runtime Window displaysinformation about the scripts,
machines, and virtual usersthat are executing the load test. From the Runtime Window, you can observe
the progress of individual scriptsand Player machines, create and view real-time graphs, and start or
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suspend scripts and Players from arunning test to better simulate the unpredictability of real users. For
moreinformation, see Runtime Window Interface.

In addition to the test data shown by default on the Runtime Window, you can access detailed test
information using the QALoad Conductor’s Runtime Toolbar Buttons. You can:

I View statistics for a single virtual user

I View the activities of a virtual user in a browser-like window (WWW only)

I Step to the next request (WWW only)

I View the current datapool record

! Display the script running on a single virtual user

! Display messages sent from a Player workstation to the QALoad Conductor

! Display statistics about Conductor/Player communication

I Show/hide the Runtime Tree or Runtime Control Panel

I Exit, abort, or quit the test

For moreinformation, see Runtime Toolbar Buttons.

Monitoring CPU Usage

To help you monitor the impact of running aload test on a server, QALoad can collect data from selected
Players about CPU usage during aload test. The statistics collected during the test are merged into the test's
timing file so you can view them in QALoad Analyze after the test.

Note: During a load test, if the CPU idle time of your machine falls below 25%, check the individual
processes on your machine. If the Players and virtual users are utilizing most of the active CPU time, you
should use additional Player machines and fewer virtual users per Player to conduct your load test.

Watching a Script Execute

Usethe Debug tab in the Conductor Runtime window to view the executing script. Note that it is possible
that you will not see the execution of every statement. In order to minimize network traffic between the
Conductor and the Players, the Player sendsits script debug statusto the Conductor once per second, so
that the Player can execute several statementswithout sending a debug message to the Conductor.

To open the Debug tab:

E
Select a Player in the Runtime window, then click the Debug Virtual User - = toolbar button.
Note: The Conductor highlights the script line that it is currently executing.

Graphing Checkpointsin Conductor

Usethe Graphsview of the runtime Conductor to create real-time graphs of checkpoint response times
during script execution.

Note: Smilar graphs are also available for post-test analysisin QALoad Analyze.
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Checkpointsare listed in the tree view on the left side of the Graphsview of the runtime Conductor, as
shown in the example below. Both automatic and user-defined checkpoints appear in the Response Times
folder of each running script.
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Creating a Graph of Checkpoint Response Times

Before you can review checkpoint response timesin graph form, you must select the checkpoint counters
toinclude. To choose a checkpoint that should appear in a graph, highlight the checkpoint name, right-
click and choose either Add Graph to create a new graph or Add Plot To to add a data plot to an existing
graph.

If you choose the Add Graph option, the Add Graph dialog box appears. Select the optionsfor how the
graph should appear and click OK.

Adding Thresholds

To better identify problem checkpoints, you can set thresholds on plotsor graphsthat indicate the number
of timesthe datarecord for that checkpoint has gone above or below the number you set. Thresholds can
be set from the Advanced tab of the Add Graph dialog box or by right-clicking on an existing graph and
choosing Thresholds.

Highlighting Individual Plots

If you create several plotson asingle graph, it may become difficult to see individual plots. To increase a
plot'svisibility, click on a plot in the graph or a plot'snumber in the graph'slegend. When highlighted,
the plot appearsthicker and darker on the graph.

Saving Checkpoint Graphsto a Session ID

Checkpoint graphsthat are created in the Conductor are automatically saved to the current session ID file.
To remove all graphsyou added, click Graph>Restore Default Graph Layout.
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Graphing Remote Monitoring

Usethe Graphsview of the runtime Conductor to create real-time graphs of counter data during script
execution. Smilar graphs are also available for post-test analysisin QALoad Analyze.

Selecting Countersto /*Graph

All counter datathat isavailable for graphing islocated in the tree view on the left side of the of the
Graphsview Data window, as shown below.
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Scripts of any middleware type collect the following default counter data, which isavailablein the
Conductor for real-time graphing:

! Global counters: Running VU%, total running VUs, and errors

I Script counters: Running VUs, response times, and transactions

! Player machine health: % processor, % memory used, % disk space, %disk time, % paging file
Additional middleware-based graphs are also generated by default and vary by middleware. For example,
for the WWW middleware, several performance-based counters are automatically collected and available

for graphing, including server responses and WWW traffic. You can monitor thisdatato determinethe
optimum rate of performance of the application that isrunning.

Graphing Counter Satistics

To choose a counter that should appear in a graph, highlight the checkpoint counter name or group of
counters (folder), right-click and choose either Add Graph to create a new graph or Add Plot To to add a
data plot to an existing graph.

If you choose the Add Graph option, the Add Graph dialog box appears. Select the optionsfor how the
graph should appear and click OK.

To better identify problemsin thetest, you can set thresholdson plotsor graphsthat indicate the number
of timesthe datarecord for that counter has gone above or below the number you set. Thresholds can be
set from the Advanced tab of the Add Graph dialog box or by right-clicking on an existing graph and
choosing Thresholds.
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Highlighting Individual Plots

If you create several plotson asingle graph, it may become difficult to see individual plots. To increase a
plot'svisibility, click on a plot in the graph or a plot'snumber in the graph'slegend. When highlighted,
the plot appearsthicker and darker on the graph.

Saving Counter Data Graphsto a Session ID

Counter data graphsthat are created in the Conductor are automatically saved to the current session 1D
file. To remove all graphsyou added, click Graph>Restore Default Graph Layout.

Running a Series of Tests (Batch)

Running a Batch Test

By setting the appropriate optionsin the Conductor, you can elect to run a series of tests as a batch, rather
than oneat atime. A batch test comprises multiple session ID filesthat are executed sequentially.

You can create a batch test by adding a number of session ID filesto a batch file. Before you can add a
session ID to a batch file, the following conditions must be true;

! The session must include a defined number of transactions. Sessions of unlimited transactions cannot be used in a
batch test.

I All scripts to be included must exist before starting the batch test.

To run a batch test:

1. Select Actions>Batch Test. The Configure Batch Test dialog box appears.

2. Select the required session ID files in the Available Session Files list and click Add to add them to the Selected
Sessions list.

3. If you want to run a previously defined batch, click the Load Batch File button in the toolbar to navigate to the
directory where the batch file (.run) resides. Select it, and click OK.

4. Inthe Delay Between Tests field, click the up or down arrow to set the number of seconds to wait before starting
the next test.

Click Save to save the current batch file, or click Save As... to save the batch file under a new name.
Click OK to return to the main Visual Designer window

OR

Click Start to begin running the batch test.

The Conductor then executes each of the session ID filesin sequence.

Adding Sessionsto a Batch Test
Before a session isadded, the following conditions must be true:

! The session must include a defined number of transactions. Sessions of unlimited transactions cannot be used in a
batch test.
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I All scripts must exist prior to starting the batch test. This means that the files referenced in the selected session ID
files are present in the script directory.

A session can be placed in a batch multipletimes. Thisfeature might be used to re-run atest or to perform
housekeeping chores, such aslogging usersin or out of ahost or database.

To add a session:

1. From the Actions menu, choose Batch Test. The Configure Batch Test dialog box displays.

o

2. Inthe Available Session Files box, highlight the session you want to add, and click the Add Add button.

If you want to run a previously defined batch, click the Load button to navigate to the directory
where the batch file (.run) resides. Select it, and click OK.

The session isadded to the Selected Sessionslist on the right side of the dialog box.

3. In the Delay Between Tests field, click the up or down arrow to set the number of seconds to wait before starting
the next test.

4. Click Save to save the current batch file, or click Save As... to save the batch file under a new name.

5. Click Start to begin running the batch test, or click OK to return to the main Visual Designer window.

Setting Delays Between Tests

You can set afixed delay or pause between tests by specifying avaluein the Delay Between Tests field on
the Configure Batch Test dialog box. After each test iscomplete, the Conductor delays for the specified
amount of time before starting the next test. To set up a series of tests, see Running a Batch Test.

Removing a Session from a Batch Test

To remove a session from a batch test:

Select Actions>Batch Test. The Configure Batch Test dialog box appears.

Click Load Batch File and select the file you want to modify.

In the Selected Sessions pane, highlight the session to remove and click Remove.
Click OK.

Eal A

Terminating a Batch Test

Sop abatch of teststhe same way you would stop asingle session test, by clicking the Abort All Virtual

Users or Exit All Virtual Userson thetoolbar. The Virtual User icon changesto & and the m essage,
"Session aborted by User", displays. When the Conductor process stops for any reason during aload test,
the associated Player processes automatically terminate.
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Troubleshooting

Conductor pre-test checks

Before atest begins, the Conductor completesthe following pre-test checks of the parameter filesand
Players. If any of these checks fail, the Conductor displays an error message.

I Are there enough Players configured to support the number of users specified in the session ID file?

! Does the number of users specified in the session ID file exceed the maximum number of users defined by your
authorization key?

I Can the specified compiled script files be accessed?

I Are all Players communicating with the Conductor? (The Conductor sends a request message to all the Players to
verify that they are up and running.)

Executing SSL scriptsthat use client certificates

If you are executing SSL scriptsthat use client certificates, you must manually copy the client certificatesin
use to the Player machine(s) executing the script(s).

Manually copy the client certificates from the\ Program Fi | es\ Conpuwar e\ QALoad\ Certifi cates
directory to the same default directory on the Player machine.

Note: On the Unix player platform, you must create the Certi fi cat es sub-directory in the QALoad
directory. The directory name is case sensitive.

Heartbeat message failure on a virtual user

When a Player machine crashes or experiences aloss of communication, the heartbheat message that the
Conductor sends out (if enabled) fails. Thissituation isindicated in the runtime Conductor through a
message on each virtual user that is affected. When the heartbeat message fails for a virtual user, the Satus
column of the Details view of a script displaysthe following message: "The Player running this user failed
to respond to a heartbeat message."

The option for enabling a heartbeat message islocated on the Player page of the Optionsdialog box in the
Conductor.

Timing file istoo big

Depending on the length of the load test and the amount of data that was collected, timing files can grow
to excessively large sizesthat become difficult to handle. To prevent timing filesfrom becoming too large,
try modifying the following settings:

! Disable automatic middleware checkpoint timingsin the Conductor
I Usethe Conductor'stiming datathinning options

Both of these settings are located on the Timing page of the Script Properties dialog box.

To accessthe Script Properties dialog box:
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1. Inthe Visual Designer window, click the script icon § to display the script Properties panel on the right-hand
side of the window.

2. Inthe Script Properties section, click the Timing Options field to display the browse [...] button.

3. Click the browse [...] button.

Tips for running QALoad tests on UNIX systems

To successfully run large QALoad tests on UNIX systems, you may need to make adjustmentsto your
settings as described below:

General (AlX, Solaris, and RedHat Linux)

When you attempt to run alarge number of virtual userson UNIX platforms, the virtual users do not
always synch. If virtual usersdo not synch, try increasing the Virtual User Sartup Delay. By default,
QALoad Conductor setsthe VU Sartup Delay to 1 millisecond. Thisdefault isnot high enough for UNIX
platforms. If the UNIX Player receives a value lessthan 15 milliseconds, the delay will be 15 milliseconds
or more.

To increase the delay:

1. Inthe QALoad Conductor, click Tools>Options.
2. Click Player in the tree view to display the Player page.

3. Inthe VU Startup Delay field, type the number of milliseconds to delay virtual user startup.

Solaris

The default file descriptor limit on Solarishas a "soft" limit of 64, and a"hard" limit of 1024 (Solaris 2.6).
Per the Solaris 2 FAQ (refer to http://www.wins.uva.nl/pub/solaris/solaris2.html), the file descriptor limit is
described in the getrlimit() manual page as: "One more than the maximum value that the system may
assign to anewly created descriptor. Thislimit constrainsthe number of file descriptorsthat a process may
create."

To increase thislimit, system administrators can modify the/ et ¢/ syst emfile and reboot the system. For
example:

* set hard limt on file descriptors
set rlimfd_nmax - 4096
*set soft limt on file descriptors

set rlimfd_cur = 1024
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