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Chapter 1: Transformation Hub Deployment Guide

The Transformation Hub Deployment Guide describes the process of deploying and configuring
Transformation Hub. The instructions contained here presume you have already reviewed the
CDF Planning Guide, which describes the process of planning your CDF and associated product
deployment, and is a prerequisite to the actual deployment process.

For further information on Transformation Hub, consult the following documentation:

o Transformation Hub Administrator's Guide: This guide describes the operations and maintenance of
Transformation Hub in detail.

o Transformation Hub Release Notes: This documentincludes importantinformation about the current
release of Transformation Hub.

Transformation Hub documentation is available for download from the Micro Focus support community.
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Chapter 2: Transformation Hub

Transformation Hub is the high-performance message bus for ArcSight security, network, flows, application,
and other events. It can queue, fransform, and route security events to other ArcSight or third party
software. This Kafka-based platform allows ArcSight components like Logger, ESM, and Investigate fo
receive the event stream, while smoothing event spikes, and functioning as an extended cache.

Transformation Hub ingests, enriches, normalizes, and then routes event data from data producers to
connections between existing datfa lakes, analyfics platforms, and other security fechnologies and the
multiple systems within the Security Operations Center (SOC). Transformation Hub can seamlessly broker
data fromany source and to any destination. Its architecture is based on Apache Kafka and it supports
native Hadoop Distributed File System (HDFS) capabilities, enabling both the ArcSight Logger and
ArcSight Investigate fechnologies to push event dafa to HDFS for long-term, low-cost storage. ArcSight
Investigate is integrated with the Transformation Hub for raw CEF events. ArcSight ESM receives binary
event data for dashboarding and further correlation.

This architecture reduces the overall ArcSight infrastructure footprint, scales event ingestion using built-in
Kafka and Kubernetes capabilities, and greatly simplifies upgrades to newer Transformation Hub releases.
It also positions the platform fo support an analytics streaming plug-in framework, with automated machine
learning and artificial infelligence engines for dafa source on-boarding, event enrichment, and enfities and
actors detection and attribution.

Event Producers and Consumers
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Secure Open Data Platform (SODP)

The Secure Open Data Platform (SODP) centralizes management, monitoring and configuration of the
enfire data-centric ecosystem using an open architecture. It is configured and monitored through the
ArcSight Management Center (ArcMCO) user interface.

SODP comprises the following ArcSight products:

e Transformation Hub
e« Management Center (ArcMO)

e Smart Connectors

Management Center CArcMC)

The ArcMC management console enables central administration of SODP infrastructure, including users,
configurations, backups, updates, and health monitoring fo connecfors and sforage instances.

ArcMC's Topology view shows administrators event flow through the entire environment, including a
specific focus on monitoring endpoint device log delivery.

SmartConnectors

SmartConnectors serve fo collect, parse, normalize and categorize log data. Connectors are available for
forwarding events between and from Micro Focus ArcSight systems like Transformation Hub and ESM,
enabling the creation of multi-fier monitoring and logging architectures for large organizations and for
Managed Service Providers.

The connector framework on which all SmartConnectors are built offers advanced feafures that ensures the
reliability, completeness, and security of log collection, as well as optimization of network usage. Those
features include: throtftling, bandwidth management, caching, state persistence, filtering, encryption and
eventenrichment The granular normalization of log data allows for the deferministic correlation that
detects the latest threats including Advanced Persistent Threats and prepares data fo be fed into machine
learning models.

SmarfConnecfor technology supports over 400 different device types, leveraging ArcSight's industry-
standard Common Event Format (CEF) for both Micro Focus and certified device vendors. This partner
ecosystem keeps growing not only with the number of supporfed devices but also with the level of native
adopftion of CEF from device vendors.
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Chapter 3: Deployment Planning and Preparation

Before proceeding with your deployment, it is assumed that you have already planned and provisioned
your network, storage, and the cluster of host systems based on requirements described in the CDF
Planning Guide. which is available from the Micro Focus software support community.

The complete process of deploying Transformation Hub comprises the following high-level steps:

1. Configure and Install the CDF Installer: The CDF Installer installs the container management
infrastructure. Containerized applications, like the Transformation Hub, run in this environment.
Depending on your environment, you may need fo adjust the default installation parameter values.

2. Configure and Deploy the Kubernetes Cluster: Configure and deploy the master and worker
nodes, NFS sforage, network connectivity, and other infrastructure requirements.

3. Configure and Deploy Transformation Hub: Using the CDF Installer wizard, configure and deploy

Transformation Hub fo run in the CDF-managed Kubernetes cluster. Then, starf the Transformation
Hub services.

4. Manage Transformation Hub from the Management Center: Configure the Management Center
(ArcMO) torecognize and manage the Transformation Hub cluster.

5. Integrate Transformation Hub with Other ArcSight Products: Configure your SmartConnectors
and Collectors as producers of events info Transformatfion Hub, as well as configure event Consumers
such as Logger and ESM.

Note: The installation process will validate the Transformation Hub infrastructure environment before
performing the installation, as well as after the installation has completed.

For detailed instructions on the operation and management of Transformation Hub after initial
deployment, see the Transformation Hub Administration Guide, available from the Micro Focus support community.

Gather Required Information

During the process described in the CDF Planning Guide, you made configuration decisions about your
environment, platforms, network, and storage. You will need this information handy now in order fo
complete the installation of CDF and Transformation Hub.

« Master and Worker Node Info: Ensure you have relevant configuration information of the master and
worker Nodes, including:
o Credentials for the root or sudo (non-root) user that will be used to run the deployment

o [P Address and FQDN for every host system in the cluster
o NFS Server [P Address and FQDN
o Virtual IP Conly required if master nodes are configured for high-availability)

o License Keys: Ensure you have all required Micro Focus License keys for the software being installed.
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o Security Mode: Determine security setfings for communication between ArcSight components.

o Infrastructure: \/alidate and if necessary, remediate Transformation Hub infrastructure prerequisites.
o Review, analyze and adjust your Transformafion Hub infrastructure configuration properties fo meet
throughput expectations (for example, Events per Second processing rates).

o Copy the CDF Deployment Disk Sizing Calculator spreadsheet (available from the Micro Focus
support community) and edit its contents to determine your disk sforage requirements and apply
these during the pre-deployment configuration process.

o Download Access: Finally, ensure you have access o the Micro Focus software download location. You
will download installation packages to the Initial Master Node.

Secure Communication Between Micro Focus Components

Determine which security mode you will use for communication between your infrasfructure componenfts.
The security mode of connected producers and consumers must be the same across all components.

Note: The secure communication described here applies only in the context of the components that
relate to the Micro Focus container-based application you are using, which is specified in that
application's documentation.

Set up the other Micro Focus components with the security mode you infend fo use before connecting them
fo the Transformation Hub. Changing the security mode affer deployment will require system downfime. (If
you do need fo change a component's security mode after deployment, refer to the appropriate
Administrator's Guide for the affected component.)

The following fable lists Micro Focus products, preparations needed for secure communication with
components, ports and security modes, and documentation for more information on the product.
(Note: product documentafion is available for download from the Micro Focus support community.)
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Supported security More

Product Preparations needed... Ports modes information
Management ArcMC canbe installed before or after Transformation 443, e TLS ArcMC
Cenfer (ArceMO)  Hubinstallation. 38080 , Eps Administrafors
version 2.93 or Guide
e Client Authentication
later
SmartConnectors  SmartConnectors and ArcMC onboard connecforscan 9093 o TLS SmartConnector
andCollectors be installed and running prior toinstalling o FIPS(SC 7.6+ only) User Guide,
Transformation Hub, or installed after the Clont Auth - ArMC
Transformation Hub has been deployed. o Llent Authenfication  Administrators
Guide
e FIPS mode setupis not supported between
SmartConnector v7.5 and Transformation Hub.
Only TLS and Client Authentication are supported.
e FIPSmode is supported between Connectors v7.6
and later and Transformation Hub
ArcSight ESM ESM canbe installedand runeither prior foinstalling Q093 e TLS ESM
Transformation Hub, or affer. . FIPS Administrator's
Guide
Note that changing ESM froma FIPS mode to TLS o Client Authentication
(default) mode requires a reinstallation of ESM. Refer
tothe ESM documentation for more information.
ArcSight Logger  Logger canbe installedandruneither prior toorafrer 9093 o TLS Logger
installing Transformation Hub. e FIPS Adminstisiors
Guide

o Client Authentication

Leader Acknowledgement ("ACK") and TLS Enablement: In general enabling leader ACKs and
TLS results in significantly lower throughpuft rates, but greater fidelity in ensuring events are received
by Subscribers. For more information on leader acknowledgements and TLS enablement and their
effects on processing throughpuft, refer fo the Kafka documentation which explains these features.

Download Installation Packages

Download the installation packages for both the CDF Installer and the Transformation Hub fo your Initial
Master Node from the Micro Focus Enfitlement Portal. After download, validate the digital signature of each
file,and then unarchive them.

For a complete list of files and file versions to be downloaded, consult the Transformation Hub
Release Notes from the Micro Focus support community.

Toaccess the ArcSight software in the Micro Focus ArcSight Enfitlement Portal, use your Micro Focus
credentials which will be authenticated before allowing the download.
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Navigate fo the version of Transformation Hub you wish fo install and download the installation packages
for the CDF Installer and the Transformation Hub to a directory such as /opt/download/.

About the Micro Focus Entitlement Portal

The Micro Focus Entitlement Porfal contains ArcSight installation and other product-related materials. This
is the only location where you can download the full set of materials needed for Transformation Hub
installation.

Some downloaded software will be in compressed format, and in addifion, and will have associated
signature files C(md5 or sig) that are used to ensure that the downloaded software is authentic.

Validating Downloaded File Signatures

Micro Focus provides a digital public key thatis used fo verify the software you downloaded from the Micro
Focus software enfitlement site is indeed from Micro Focus and has not been fampered with by a third
party. Visit the Micro Focus Code Signing site for information and instructions on validating the
downloaded software.

Toverify that the downloaded files are authentic by comparing MD5 file signatures, perform the following
steps as the root user on the Initial Master Node for downloaded files.

cd /opt/download/

md5sum <File Name>

cat <File Name>.md5
Outputs from each set of compressed installation packages should matfch their corresponding MD5
signatures. If they do not match, fry the download again or contact Micro Focus Customer Support
Unarchive Installation Packages

Run the following commands fo unarchive your installation packages.
cd /opt/download
unzip cdf-2020.02.xxxx.zip
tar -xvf transformationhub-3.2.0.xxxx.tar

Where xxxx is the build number of the file.

Note: Do nof uncompress the arcsight-installer-metadata file
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Resulting Directories

After the successful validation and decompression of the installation packages, the following directories
and files will be located on your Inifial Master Node and contain the installation materials

opt/download/cdf-2020.02.xxxx/
opt/download/transformationhub-3.2.0.xxxx

opt/download/arcsight-installer-metadata.2.2.0.xxxx.tar
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Chapter 4: Installation and Deployment

Once the installation packages have been downloaded, validated, and uncompressed, you are ready to
proceed with installation and deployment. In outline, the complete installation and deployment of
Transformation Hub consists of these steps, which must be performed in order:

1. Configure and Deploy the CDF Installer

2. Configure and Deploy Kubernetes (k8s)

3. Upload Core Images to the Docker Registry

4. Configure and Deploy Transformation Hub

Each of these steps is explained in detail in this chapter.
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Configure and Install the CDF Installer

Once the installation packages have already been downloaded, validated and uncompressed in the
download folder, you are ready to configure and install the CDF Installer.

You can install the CDF Installer as a root user, or, optionally, as a sudo user. However, if you choose 1o
install as a sudo user, you must first configure installation permissions from the root user. For more
information on providing permissions for the sudo user, see Appendix B of the CDF Planning Guide.

To configure and install the CDF Installer:

1. Login foone of the local master nodes where you downloaded and extracted the installation files as
the root user. (In this document, the selected master node will be referred to as the Initial Master Node.
Installations will be initiated from the Initial Master Node.)

2. Install the CDF Installer on the Initial Master Node with the following commands.

Note:

cd /opt/download/<unzipped CDF directory>

./install -m <path_to_a metadata file> --k8s-home <path to installation_
directory> --docker-http-proxy <your docker_http proxy value> --docker-https-
proxy <your_docker_https_proxy_value> --docker-no-proxy <your_docker_no_
proxy value> --nfs-server <your_nfs server_FQDN or IP Address> --nfs-folder
<itom_volume_folder> --ha-virtual-ip <your_HA_1ip> --tmp-folder <your_temp_
folder>

Note: In the above command, the italicized Docker parameters are optional, based on your network
environment.

You are prompted for a password, which will be used fo log in to the CDF installer portal.

Example:

cd /opt/arcsight/download/cdf-2020.02.xxxx

./install -m /tmp/arcsight-installer-metadata-2.2.0.xxx.tar --k8s-home
/opt/arcsight/kubernetes --docker-http-proxy "http://web-
proxy.example.com:8080" --docker-https-proxy "http://web-
proxy.example.com:8080" --docker-no-proxy "localhost,127.6.0.1,my-vmenv -
nodel, my-vmenv-nodel.example.com,example.com,216.3.128.12" --nfs-server
pueas-vmenv-nfs.swinfra.net --nfs-folder /opt/nfs/volumes/itom/itom_vol --ha-
virtual-ip 216.3.128.12 --tmp-folder /opt/tmp
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Note: In the above command, the itfalicized Docker parameters are optional, based on your network

environment.

You may need fo configure some additional parameters, depending on your organization’s OS, network,
and storage configurations.

Note: For NFS parameter definitions, refer to the CDF Planning Guide section "Configure an NFS
Server environment" For a description of valid CDF Installer command line parameters, see Installer CLI

Commands.

Once the CDF Installer is configured and installed, you can use it fo deploy one or more products or

components into the cluster.
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Configure and Deploy the Kubernetes Cluster

After you install the CDF Installer, complete the following steps to deploy your Kubernetes cluster.

1

Browse fo the Initial Mastfer Node at:
https://{master_FQDN or IP}:3000

Log in using admin userid and the password you specified during the platform installation. (This
URL is displayed at the successful completion of the CDF installation shown earlier.)

On the Security Risk and Governance - Container Installer page, choose the CDF base product
metadata version. Then, click Next.

Security, Risk & Governance - Container Installer
Container-based security products and compenents reside in the same cluster and seamlessly work together.
Micro® Focus Container Deployment Foundation (CDF) container management software installs and configures security product application confainers.

Release

Version: . v

On the End User License Agreement page, review the EULA and select the 1agree..!checkbox. You
may optionally choose to have suite ufilization information passed to Micro Focus. Then, click Next.

End User License Agreement
| agree to the Micro Focus End User License Agreement.

| authorize Micro Focus fo collect suite usage data. Collection of suite usage data is governed by the Micro Focus Privacy Policy.

On the Capabilities page, choose the capabilities and/or products to be installed. To install
Transformation Hub as a standalone install, select it. (Note that other products may require
Transformation Hub or other capabilities as prerequisites. Such requirements will be noted in the pull-
down text associated with the capability.) To show additional infomation associated with the product,
click the > (greater than) arrow. Then, click Next.

Capabilities
Security, Risk & Governance - Container Installer comes in various editions with various capabilities.
Select your edition:

Standard

Select your capahilities:
[0 > Transformation Hub =~ =«

[0 > Analytics = + *. Prerequisite for ArcSight Investigate and Identity Intelligence
[ > ArcSight Investigate =« «

[ > identity Intelligence =~ +

6. On the Database page, make sure the PostgreSQL High Availability box is deselected. This

database is nof used by capabilities in SODP.
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Database

Configure the default database for deployment.

® Out-of-the-box PostgreSQL

A preconfigured PostgreSQL embedded in the same environment as the installed suite.

[ PostgreSGL High Availability

7. Click Next.

8. On the Deployment Size page, choose a size for your deployment based on your planned
implementation.

Deployment Size

Select the deployment size that fits your environment best.

. El

Small Cluster Medium Cluster Large Cluster
Minimum of one Worker Node with Minimum of one Worker Node with Minimum of 3 Worker Modes with
4 Cores, 16GE memory and S0GEB 8 Cores, 32GB memory and 100GE 16 Cores, 64GE memory and

disk disk 256GE disk

o Small Cluster: Minimum of one worker node deployed (each node should have 4 cores, 16 GB memory,
50 GB disk)

o Medium Cluster: Minimum of 1 worker node deployed (each node should have 8 cores, 32 GB
memory, 100 GB disk)

o Large Cluster: Minimum of 3 worker nodes deployed (each node should have 16 cores,64 GB memory,
256 GB disk)

Note: The installation will not proceed until the minimal hardware requirements for the deployment
are met.

Additional worker nodes, with each running on their own host system, can be configured in subsequent
steps.

Select your appropriate deployment size, and then click Next.

8. For High Availability clusters, the installer prompts to add additional master nodes depending on your
selected deployment size. On the Add Master Node page, specify the details of your first master

Micro Focus Transformation Hub (3.2.0) Page 18 of 95



Deployment Guide

node and then click Save. Repeat for any additional master nodes.

Add Master Node

"Host:
Fully quzlified hostname or IP address of the master node with a clean
supported 05 installation.
] Ignore warning

“User Mame:

“Verify Mode ® Password Q) Key-based

*Password:

Advanced Settings:

"Device Type ® owverday? O DirectvM O ThinFool O LooplyvM
Container data:

Flannel Iface:

This is the interface for Docker inter-host communication. The Flannel face is
reauired when the nodes have multiole active network interfaces.

Master node parameters include:

o Host: FQDN (only) of Node you are adding.

o Ignore Warnings: If selected, the installer will ignore any warnings that occur during the pre-checks on
the server. If deselected, the add node process will stop and a window will display any warning messages.
We recommend that you start with Ignore Warnings deselected in order fo view any warnings
displayed. You may then evaluate whether toignore or rectify any warnings, clear the warning dialog,
and then click Save again with the box selecfed to avoid sfopping.

o User Name: Roof or sudo user name.

o Verify Mode: Choose the verification mode as Password or Key-based, and then either enter your
password or upload a private key file. If you choose Key-based, you must first enter a username and
then upload a private key file when connecting the node with a private key file.

o Device Type: Selecta device type for the master node from one of the following options.

o Qverlay 2: For production, Overlay 2 is recommended.

o Thinpool Device: (optional) Enter the Thinpool Device path, that you configured for the master
node (if any). For example: /dev/mapper/docker-thinpool. You must have already sef up the
Docker thin pool for all cluster nodes that need fo use thinpools, as described in the CDF Planning
Guide.

o Container data:
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o flannel IFace: (optional) Enter the flannel IFace value if the master node has more than one network

adapfer. This must be a single IPv4 address (or name of the existing interface) and will be used for
Docker infer-nost communication.

Q. On the Connection page, an external hostname is automatically populated. This is resolved from the
Virtual IP (VIP) specified earlier during the install of CDF (--ha-virtual-ip parameter) or the

master node hostname if the --ha-virtual-ip parameter was not specified during CDF
installation. Confirm the VIP is correct and then click Next.

Connection
Enter your load balancer information for accessing the suite user interfaces.
AThe default value of the external hostname is the master node hostname for single-master node deployment. For multiple-

master node deployment, enter a fully-qualified domain name(FQDN) that is reselved to the virtual IP address when the master

nodes are in a single subnet. Enter an FQDN that is resolved to the load balancer host for the master nodes that are in different
subnets.

“External Hostname:

“Part: - 443 -

[0 Use custom certificates

10. On the Master High Availabilty page, if high availabilty (HA) is desired, select Make master
highly available and add 2 additional Master nodes. (CDF requires 3 Master nodes o support high
availability.) When complete, or if HA is not desired, click Next.

Master High Availability

Select whether the master shall be highly available. When the master is highly available, you will be asked fo define two additional master nodes.
Make master highly available

El

The first master node The second master node The third master node

11 Onthe Add Node page, add the first worker node as required for your deployment by clicking on the
+ (Add) symbol in the box fo the right. The current number of nodes is inifially shown in red.

Add Node

The suite requires the deployment of worker nedes. Please add at least the minimum number of nodes for each category.
[ Allow suite worklaad to be deployed on the master nade

Please be aware that deploying suite workload en the master nodes is et recommended for production deployments. The installer will skie the node preregusite checking when deploying suite workioad on master nodes,

Moderate performance HW
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As you add worker nodes, each Node is then verified for system requirements. The node count progress
bar on the Add Node page will progressively show the current number of verified worker nodes you have
configured. This progress will continue until the necessary count is met. The progress bar will furn from red
fo green, which indicates you have reached the minimum number of worker nodes as shown selected in
Step 7, above. You may add more Nodes than the minimum number.

Add Node

The suite requires the deployment of worker nodes. Please add at least the minimum number of nodes for each category.

[ Allow suite warklosd o be deployed on the master node
Please be aware that deploying suite workload on the master nodes is not recommended for production deployments. The installer will skip the node preregusite checking when deploying suite workload on master nodes.

Moderste performance HW E

Note: Check the Allow suite workload to be deployed on the master node fo combine
master/worker functionality on the same node (Not recommended for production).

On the Add Worker Node dialog, enter the required configuration information for the worker node, and
then click Save Repeat this process for each of the worker nodes you wish to add.

Add Worker Node

Type: Minimal performance HW A

CPUs: &

Memaory: 16 GB
Storage: 50 GB

[ skip resource check

Please be aware that skipping this insfallation pre-check may lead fo installation or
runtime failures!

*Host:

Fully qualified hostname or IP address of the worker node with a clean
supported 05 installation.

[ 1gnore warning

*User Mame:

Werify Mode ® Password QO Key-based

*Password:

Advanced Seftings:

CANCEL

Worker node parameters include:
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e Type: Defaultis based on the deployment size you selected earlier, and shows minimum system
requirements in terms of CPU, memory, and storage.

o Skip Resource Check: If your worker node does not meet minimum requirements, select Skip resource
check 10 bypass minimum node requirement verification. (The progress bar on the Add Node page will
still show the total of added worker nodes in green, but reflects that the resources of one or more of these
have nof been verified for minumum requirements.)

o Host: FQDN (only) of node you are adding.

Warning: \When adding any worker node for Transformation Hub workload, on the Add Node page,
always use the FQDN fo specify the Node. Do not use the IP address.

« Ignore Warnings: If selected, the installer will ignore any warnings that occur during the pre-checks on
the server. If deselected, the add node process will stop and a window will display any warning messages.
You may wish fo start with this deselected in order to view any warnings displayed. You may then
evaluate whether toignore or rectify any warnings, and then run the deployment again with the box
selected fo avoid stopping.

o User Name: Roof or sudo user name.

o Verify Mode: Select a verification credential type: Password or Key-based. Then enter the acfual
credential.

Once all the required worker nodes have been added, click Next.

12 On the File Storage page, configure your NFS volumes.

(For NFS parameter definitions, refer fo the CDF Planning Guide section "Configure an NFS Server
environment") For each NFS volume, do the following:

¢ In File Server, enter the IP address or FQDN for the NFS server,
o On the Exported Path drop-down, select the appropriate volume.
o Click Validate.

Note: All volumes must validate successfully to continue with the installation.
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File Storage

The selected suite capabilities reguire file systems to store various runtime data files. Please configure the required file systems.

@ aresight-volume =
Keeps state of various container components
> @ db-single-vel (1000
Database single volume
" itom-logging-vel

Aggregated log volume

File System Type: Self-Hosted NFS v

File Server:

Exported Path: v =
<=

> db-backup-vel

Database backup volume

Note: A Self-hosted NFS refers o the external NFS that you prepared when you configured an

NFS server environment, as outlined in the CDF Planning Guide. Always choose this value for File
System Type.

The following volumes must be available on your NFS server.

CDF NFS Volume claim Your NFS volume

arcsight-volume <NFS_ROOT_FOLDER>/arcsight
itom-vol-claim <NFS_ROOT_FOLDER>/itom/itom_vol
db-single-vol <NFS_ROOT_FOLDER>/itom/db

itom-logging-vol <NFS_ROOT_FOLDER>/itom/logging

db-backup-vol <NFS_ROOT_FOLDER>/itom/db_backup
13. Click Next.

Warning: Affer you click Next, the infrastructure implementation will be deployed. Please ensure that
your infrasfructure choices are adequate to your needs. An incorrect or insufficient configuration may
require a reinstall of all capabilifies.

14. On the Confirm dialog, click Yes fo start deploying master and worker nodes.

Confirm
Click "Yes" to start deploying the initial set of services.
After starting this deployment, you cannot return to the

Select phase.
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Download Transformation Hub and Core Images fo the Local Docker
Registry

By this point, the Transformation Hub images to be installed have already been downloaded from the
Micro Focus software site, validated and uncompressed.

Download Images

MNow that you made the selections, we will download all required container images from external servers

None of the files should require downloading af this point, so on the Download Images page, click Next fo

skip this step.
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Uploading Images

The Check Image Availability page lists the images which have currently been loaded info the local
Docker Registry from the originally-downloaded setf of images. For a firstinsfall, it is expected that no
images have already been uploaded yet. You will upload the images at this step.

To upload the images to the local Docker Registry:

1. Log on fothe Initial Master Node in a ferminal session as the root or sudo user
2. Run the following commands to upload the Transformation Hub images to the local Docker Registry:

cd ${K8S_HOME}/scripts

./uploadimages.sh -u registry-admin -d /opt/download/transformationhub-
3.2.0.xXxXx

Note: Prior fo running the image upload process by script, you will be prompted for the administrator

password previously specified in "Configure and Install the CDF Installer" on page 15.

Verify Prerequisite and Installation Images

The pre-deployment validation process will verify that all environment prerequisites have been met prior
foinstalling the Transformation Hub.

Check Image Availability

o All images are available in the registry.

Finalize the infrastructure installation and initialize the configuration of suite capabilities.

To verify completion of the upload of all images, return fo the CDF Management Portal's Check Availability
page and click Check Image Availability Again All required component uploads are complete when the
message displayed is: All images are available in the registry.

Once verified, click Next.

Deploy Node Infrastructure and Services

Node Infrastructure

Affer the images are verified and you click Next, the node infrastructure is deployed. The Deployment of
Infrastructure Nodes page will display progress.
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Deployment of Infrastructure Nodes

‘ For multiple-master node deployment, make sure the master nodes are able to communicate with each other.

Affer all master nodes have been deployed, follow the steps below to restart Keepalived on the first master node. Or you can perform the steps below after the suife installation. You may need to save the
following steps in a secure place so that you can come back to them after clicking Finish to complete the configuration.

1. Go to the $k85_HOME/bin/ directory of the first installed master node

2 Run: fstart_lbsh

The installer is deploying the following master and worker nodes:

@& Deploy "
0 Deploy
@ Deploy
Deplay a
Degploy n

Deploy n

< <1<

Please be patient. Wait for all master and worker nodes to be properly deployed (showing a green check
icon). Depending on the speed of your network and node servers, this can take up to 15 minufes fo
complete.

Note: Clicking the Retry button will trigger additional communication with a problematic node, until
the butfon converts to a spinning progress wheel. This indicates that the node deployment process is
being started again. Unftil this occurs, refrain from clicking Retry again.

Monitoring Progress: You can monifor deployment progress on a node in the following ways:

o During installation, check the log on the node of interest, in /tmp/install<timestamp>.log. Run

the command:
tail -f <logfilename>
o Affer installation has finished, the logs are copied to ${K8S_HOME}/log/scripts/install

e You can watch the status of deployment pods with the command:
kubectl get pods --namespace core -o wide | grep -i cdf-add-node

Note: the Inifial Master Node is not reflected by its own cdf-add-node pod.

Infrastructure Services

Infrastructure services are then deployed. The Deployment of Infrastructure Services page shows the
deployment progress.
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Deployment of Infrastructure Services

The installer is deploying the following core foundation services:
Deploy Heapster Apiserver
Deploy Metrics Server
Deploy Management Portal
Deploy Nginx Ingress
Deploy |dM
Deploy |dM Postgresgl

Q Deploy Suite Database

Deploy Suite Configuration Pod

Please be patient. Wait for all services to be properly deployed (showing a green check icon). This can take
up fo 15 minutes to complete. Should any service show a red icon, then this process may have fimed ouft. If
this occurs, click the Retry icon fo refry the deployment for that service.

To monitor progress as pods are being deployed, on the Initial Master Node, run the command:

watch 'kubectl get pods --all-namespaces'

Note: If you fry to access the CDF Management Portal Web Ul (port 3000) too quickly after this part of
the install has finished, you might receive a ‘Bad Gateway' error. Allow more time for the web Ul fo start
(3 1o 5 minutes) before retrying your login atfempft.

After all services show a green check mark, click Next.

Preparafion Complete

Once all Nodes have been configured, and all services have been started on all nodes, the Preparation
Complete page will be shown, meaning that the installation process is now ready fo configure product-
specific installation attributes.

—

Preparation Complete

Click Next to configure the products and components of the deployment.
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Configure and Deploy Transformation Hub

The Transformation Hub is now ready to be configured. The Transformation Hub Pre-Deployment
Configurafion page is displayed to configure the products and capabilities chosen at the start of the

installation process.

The pre-deployment configuration page allows tuning of the initial installation properties. Click the
Transformation Hub fab and modify the configuration properties as required, based on the size of your
cluster and its throughput requirements. Refer to the CDF Deployment Disk Sizing Calculator spreadsheet
(available from the Micro Focus support community) for guidance on seffing any of these properties. Hover

over a value fo see a detailed description associated with the configuration property.

Kafka and Zookeeper Configuration

# of Kafka broker nodes in the Kafka cluster 3

# of Zookeeper nodes in the Zookeeper cluster 3

# of Parfitions assigned fo each Kafka Topic 6

# of replicas assigned to each Kafka Topic 2

# of message replicas for the __consumer_offsets Topic 3
Kafka log retention size per partition for Vertica Avro Topic 60
Kafka log retention size per partition per topic 60
Kafka partition segment size 1024
Hours to keep Kafka logs 48
Allow plain text (non-TLS) connections fo Kafka '

Master Node host path name to persist Kafka data to Jopt/arcsight/k8s-hostpatt

Specifies the size, in gigabytes, of the retention
log for Vertica Avro Topic. Default is 60 GB. This
is a key funing property. This log is associated
with Avro processing. It is uncompressed and
might require up fo 7 fimes more space than

compressed data. When this log size is exceeded,

event data will be dropped.

Worker Node Properties: You must adjust several of these properties with the number of worker nodes

installed earlier in this installation process.

Minimally, synchronize the following properties to the worker nodes (default value is 3 for each property

except the one noted below).

o # of Worker Nodes in the Kafka cluster

o #of Worker Nodes running Zookeeper in the Kafka cluster

# of Schema Registry nodes in the Kafka cluster

o #of Kafka nodes required fo run Schema Registry (Default: 2)

Kafka replication facfor (this must be setto ‘1’ for a Single Worker deployment)

For example, if you chose a Single Worker installation, you would sef the values of all of these properties fo

1
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Log Properties: It is highly likely the following configuration properties should also be adjusted from their
default values. Note that proper log sizes are critical. Should a node run out of disk space, messages

(events) will be dropped and are notf recoverable.

e Retention log size for each partition of a Vertica Topic

e Retention log size per Kafka Topic

o Hours fo keep Kafka logs

ArcMC Properties: For managing your cluster with ArcMC, you can specify your Management Center
FQDN: {port}. Note that this can only be configured on the post-deployment configuration page.

After updating configuration property values, click Next to deploy Transformation Hub. After a few
minutes, the CDF Management Porfal URL will be displayed. Select this URL to finish Transformation Hub

deployment.

Security Mode Configuration

Prior to deployment, you must choose and configure the security mode that Transformation Hub will use to

connect.

o By default, plain-text (or non-TLS) connections are permitted from external producers and consumers
(such as connecfors, ESM, and Logger), to maximize performance.

e For higher security, you can disable plain-fext connections .

The following table shows the effect of each security mode configuration seffing on communication over

the given port.

Security Mode Setting Value Connect to Port 9092 (Plain Text) Connect to Port 9093 (TLS)

Allow Plain Text Connections frue

Allow Plain Text Connections  false

Client Authentication frue
Client Authentication false
FIPS frue
FIPS false

yes
no

N/A
N/A
N/A

N/A

yes

yes

yes

yes

yes

yes

e 9093 is the endpoint used for TLS, FIPS and Client Authenftication. Itis always enabled. Note that when
Plain Text is disabled, the plain text port is sfill open (due fo pending technical issues). However, the

Kafka endpoint will not accept data.

e 9092 is the endpoint used for plain fext, and is enabled by the Allow Plain Text connections
configuration setting, which is new in Transformation Hub version 3.2. This setting has no effect on the

FIPS and Client Authentication seftings.
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Note: Configure these settings before deployment of the Transformation Hub. Changing them after
deployment will result in cluster downtime.

| abel Worker Nodes

Labeling is a means for idenfifying application processing and qualifying the application as a candidate to
run on a specific node. For example, labeling a node with the label kafka:yes indicates that a Kafka
instance will run on that node.

In this step, you will first define labels and then apply them fo each node.

Immediately following Transformation Hub deployment the following pods will remain in a Pending state
awaiting the labeling process to be complefed: th-kafka, th-zookeeper, th-kafka-manager,
th-web-service, and th-schemaregistry Once labeling is complefed, Kubernetes will immediately
schedule and start the label-dependent containers on the labeled nodes. (Note that starting of services
may take 15 minutes or more to complete.)

To label your worker nodes:

Note: Upon firstlogin, you are prompted to change the admin password.

1 Login fo Management Portal by clicking the link on the Deployment status (Configuration
complete) page or browsing fo (https://<ha-address>:5443) where:

e Ha-address: FQDN corresponding to the Virfual IP address provided during installation (- -ha-
virtual-ip) (or, for a single-master installation, the IP address of the master node).

o User Name:admin
e Password: Password that you changed fo during the first login fo port 5443,
2. Goto CLUSTER> Nodes.

3. In PredefinedLabels enter the label zk : yes (case-sensitive) and then click the +icon. This will add
the zk : yes label to the list of predefined labels you can use fo label nodes. The label list will be shown
fo the left of the text box.

4. Repeat Step 3 for each of the following labels o add them to the list of predefined labels. Enter the text
of the enftire label, as shown here, including the :yes fext. Labels are case-sensitive.

kafka:yes
th-processing:yes

th-platform:yes

Note: The master:yes and Worker labels are already predefined, and already applied to your
Nodes based on your installation. You will not need to take any action regarding these labels.
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Nodes + ADD C REFRESH
Status Mame

<@ 15234.00.20

@ 191410527

Q T R L T R T ot ety o
Q nls Lle "4 he Lo czzighdeconr
g [T L T R e T I T
Q Ale i 2% s recight oo

Predefined Labels

Worker |I-cafka:ye5 |:+:

5.Drag and drop each label from the Predefined Labels list o each of the worker nodes, based on your
workload sharing configuration. This will apply the dragged label to the selected node.

For Kafka and ZooKeeper, make sure that the number of the nodes you have labeled corresponds to the
number of worker nodes in the Kafka cluster and the number of worker nodes running Zookeeper in the
Kafka cluster properties from the pre-deployment configuration page. The default number is 3 for a
Multiple Worker deployment.
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Nodes + ADD (& REFRESH
Status Name Labels Ready
(] Tars1akte master:true True
] ASELELTALT master:true True
] r7 AT A LA e gl master:true True
Worker [-]
katkayes [-]
] rl3 114 L3S helarcs ahtoem th-platformyes [-] True
th-processingyes [-]
zkyes [-]
Worker [-]
kafkazyes [-]
(] ri3=214=130-hf arce ghteemy th-platformyes [-] True
th-processingyes [-]
Zleyes [-]
Worker [-]
kafkayes [-]
L] (IR L - TR PP th-platformxyes [-] True
th-processingyes [-]
zkyes [-]
Predefined Labels
Worker kafkawyes [-1  zkyes [-1  th-platformyes [-1  th-processingyes [-] i+i

Once the nodes have been properly labeled, the status of the Transformation Hub pods will change from a
Pending to a Running stafe. You can monifor the pod startup process by running the following command
on the Inifial master node:

kubectl get pods --all-namespaces -o wide

Check Deployment Status

When the Configuration Complete page displays, the pod deploymentis finished.

e Pods that have not been labeled will remain in the Pending state until labeled.

e Forapod thatis notin the Running state, you can find out more details on the pod by running the
following command:

kubectl describe pod <pod name> -n <namespace>

The Events section in the output provides detailed information on the pod status.

Note: If the following error is displayed when attempting to log in to the CDF Management Portal on
port 3000, this typically means that the CDF installation process has completed, port 3000 is no longer
required, and has been closed. Instead of port 3000, log in fo the Management Portal on port 5443,
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Info

You can only install a single instance of the suite. If
you want to continue installing this suite, please
click SUITE | Management in the Management Portal
and uninstall the suite, After that, you can come
back here and install a fresh copy of this suite.

Check Cluster Status

To verify the success of the deployment, check the cluster status and make sure all pods are running.

Note: You may need fo wait 20 minutes or more for all pods fo be in a Running or Completed state.

1. Log infothe Initial Master Node.

2. Run the command:

kubectl get pods --all-namespaces

Review the output fo determine the status of all pods.

Post-Deployment Configuration

Depending on your architecture, affer deployment, you may need fo adjust some of the post-deployment
configuration properties in order for Transformation Hub fo function correctly.

If you plan to manage Transformation Hub with ArcMC, then you will need to adjust some seftings in the
post-deployment stage with your ArcMC details. Whether you need fo adjust other properties during post-
configuration will depend on the specifics of your implementation.

For a more defailed discussion of post-deployment configurafion settings, see the Transformation Hub
Administrator's Guide.

To configure post-deployment settings:

Browse to the CDF Management Portal.

Click Suite

Click the e (Browse) icon fo the right of the main window.

From the drop-down, click Reconfigure. The post-deployment settings page is displayed.

Set values for the parameters as needed.

S L N

For configuring management of Transformation Hub with ArcMC, see Configuring ArcMC
Management of Transformation Hub
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7. Inaddition, under Stream Processors and Routers, adjust the '# of CEF-to-Avro Stream Processors
and Roufing Stream Processors' as per group as required.

8. (Click Save.

Web services in the cluster will be restarted (in a rolling manner) across the cluster nodes.

Note: In order to enable ArcMC management, some configuration of ArcMCis also necessary. For
more information, see Configuring ArcMC Management of Transformation Hub

Management Center: Configuring Transformation Hub

The Management Center (ArcMC) is the centralized console for managing Micro Focus products.

Connectivity between Transformation Hub and ArcMCis configured in ArcMC when you add
Transformation Hub as a managed host info ArcMC. For details on adding your Transformation Hub to
ArcMC, see here.

Reminder: Install Your License Key

Transformation Hub ships with a 90-day instant-on evaluation license, which will enable functionality for
Q0 days affer installation. In order for Transformation Hub to confinue working past the inifial evaluation
period, you will need to apply a valid license key fo Transformation Hub. A Transformation Hub license key,
as well as a valid legacy ArcMC ADP license key, can be used for licensing Transformation Hub.

For details on how fo apply a your license key fo Transformafion Hub, see the Licensing chapter of the
Transformation Hub Administrator's Guide.

IMPORTANT: To ensure confinuity of funcfionality and event flow, make sure you apply your product
license before the evaluafion license has expired.
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Chapter 5: Infegrating Transformation Hub Info Your
ArcSight Environment

Transformation Hub centralizes event processing and enables event routing, which helps you to scale your
ArcSight environmentand opens event data fo ArcSight and third-party solutions. Transformation Hub
fakes advantage of scalable and highly-available clusters for publishing and subscribing to event data.
Transformation Hub infegrates with ArcSight SmartConnectors and Collectors, Logger, ESM, and ArcSight
Investigate. It is managed and monitored by ArcSight Management Center.

After you install and configure Transformation Hub you can use SmartConnectors and Collectors fo
produce and publish dafa to the Transformation Hub, and fo subscribe to and consume that data with
Logger, ESM, ArcSight Investigate, Apache Hadoop, or your own custom consumer.

Transformation Hub supports both Common Event Format (CEF) versions, 0.1 and 1.0.

Transformation Hub third-party integration and other product features are explained in detail in the
Transformation Hub Administrator's Guide, available from the Micro Focus support community.

This chapter includes the following sections:

O D AU T ODICS e 35
e Configuring ArcMCto Manage a Transformation HUb .. . 37
e Configuring Security Mode for Transformation Hub Destinations ... ... ... ... ... 39
e Troubleshooting SmartConnector INnfegration ... . 55
e Configuring Logger as a Transformation Hub Consumer ... ... .. 56
e Configuring ESM as a Transformation Hub CONSUMET ... el 50

Default Topics

Transformation Hub manages the distribution of events to fopics, fo which consumers can subscribe and
receive events from.

Transformation Hub includes the following default topics:

Topic Name Event Type Valid Destinations

th-cef CEFevent data. Can be configuredas a SmartConnector or
Connector in Transformation Hub (CTH)
destination.

th-binary_ Binary security events, whichis the format consumed by Can be configuredas a SmartConnector or CTH

esm ArcSight ESM. destination.
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Topic Name

th-syslog

th-cef-other

th-arcsight-
avro-sp_
metrics

th-arcsight-
avro

th-arcsight-
json-
datastore

Event Type

The Connector in Transformation Hub (CTH) device

receives raw syslog data from this topic using a Collector.

CEF event data destined for a non-ArcSight subscriber.

For ArcSight product use only. Stream processor
operational metrics data.

For ArcSight product use only. Event data in Avro format
for use by ArcSight Investigate.

For ArcSight product use only. Data in JSON format for
use by ArcSight infrastructure management.

Valid Destinations

Can be configuredas Collector destination.

In addition, using ArcSight Management Center, you can create new custom topics to which your
SmartConnectfors can connect and send events.

Data Preservation

Topic data is preserved across node restarts and reinstalls.

e When a Transformation Hub reinstall or redeployment is performed, all data that resides in Kafka topics
is preserved. No data is lost. On a worker node, by default, events data is stored

in:/opt/arcsight/k8s-hostpath-volume/th/kafka.

e When a consumer resumes data consumption from Kafka fopics, the consumer re-starts where it last left
off. No data is lost.

o [faworker node is stopped, that node will be reported as unavailable to the cluster. All events data
stored on the worker node will be preserved and events processing will resume as soon as the node is
sfarfed again.

o Ifa master node is stopped, that node will be reported as unavailable to the cluster. All other
functionality, including events processing on the worker nodes, will continue.
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Configuring ArcMC to Manage a Transformation Hub

ArcMC serves as the management Ul for Transformation Hub. In order for ArcMC to manage a
Transformation Hub, the Transformation Hub must be added as a managed host to ArcMC. This process
will include these steps, explained below:

e Retrieve the ArcMC cerfificate from your ArcMC

o Configure the CDF cluster with ArcMC deftails

o Refrieve the CDF certificate

o Configure ArcMC

Retrieve the ArcMC certificate:

1. Loginto ArcMC
2. Click Administration > System Admin > SSL Server Certificate > Generate Certificate.

3. On the Enter Certificate Settings dialog, enter the required settings. In Hostname, your cerfificate
seffings must match the FQDN of your ArcMC.

4. Click Generate Certificate.

5. Once the cerfificate is generated, click View Certificate and copy the full content from - -BEGIN
cert to END cert-- fotheclipboard.

Configure the CDF cluster:

1. Log in fothe CDF management portal.
2. Click Suite

3. Click «ee (Browse) on the far right and choose Reconfigure. A new screen will be opened in a separate
fab.
3. Scroll down fo the Management Center Configuration section. Then, enter values as described for the

following:
¢ Username: admin

o Enter the ArcMC hostname and port 443 (for example, arcmc . example. com:443). If ArcMC was
installed as a non-root user, enter port Q000 instead.

o ArcMC certificates: Paste the fext of the generated server cerfificates you copied fo the clipboard
as described above.
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Management Center Configuration

Transformation Hub Administrator USER name admin
Transformation Hub Administrator Password rennenee
Management Centfer host names and ports managing this cluster arcmec_server.com:443

MIID3zCCAscCCRDTESMMIhrIDAN EgkqhkiG 9wOBAG=FADCErDELMAKGAIUEEBRMC
WVWMxEzAREgNVEBAgMCkMhbGImb3 JuaWE=EjAQBgNVEAMCVYN1bmS SdmFsZTEUME
ALUECGwLTWljcmBgRm#jdXMxFTATEgNVBAsMDFN1cHBvenGgVGVhbTEBMBRKGALIU
AvrwSVEVICE MY Y XISQXV0aG FyaXREM SowkAY Ko Zl hveMAGKBFhthecnMOLXML1cHEBY
cnRAbWIjcm®mb2ZN1oy3jbZ0wHhcMMTkwODASMjAzODMOWhcNMjlkwODAZ MjAzODN
WCBtTELMAKGALUEBRMCY VM EzARBgNVEBAgMCKNhbGImb3 JuaWEXEjAQBgNVEAL
CWN1bmS5dmFsZ TEUMEIGALUECgwL TWljcmSgRm¥jd XM= FTAT BgNVEBAsMDFMN1cHE
cn@gVGVhbTEKMCIGAIUEAwwbbE 1L TN COxMjktaDyuy X Jjc2 InaHGu Y2 #tMSow
KAYIKeZIhveNAGKEBFhthenMOLXN1cHEvenRABWIjem@mb2 M 1oy Sjb20wggEiMADG
C5qGSIbIDREBAGUAASIBDwWAWIgEK ADIBAQCEwCCHbE06 TdnbedMbBHaLgloTofE
Man ageme nt Center certificates FjaZC/zTPEBWusFUWXPt Tgo Hdw/xncEKyrothbXWz2wOrZoKwg 2 Gef6Tho9j9xoZa
Ggz0awhbl4Mbzw 1FkSTCIRArICPC3)c 7 D3 qugs/3Zn3NrhgPOCTOD3BsYEXEW
SENmTXBHIExVRzdbl1ZythSdL S oFMrIFzjFt0zi9y XA L HLTuXv+iHMFIDns1Ng
¥Z=Be8gi?0OP/NiYhTY4n2cakotxtjEhMKxphmR/oebMmy3BbafJOod9EviJEIdm/
39Eeq/Gpka@/DENDYTITwS qDevBTNWYRXIE6 2K ked GugcRwA T+ ErAgMBAAEW
DAYJKoZlhveNAGELBQADggEBAHHVYTh2g4 T TpGbm2 SwoMdHAQ4BO0+GyHDpRAICT
H7IACboM40BGap2 NHIXiraBCoMAVI/jN4ruDKbgoEObQRKKGS SZhXAF AjivmwOt
wMUKPEXSICLGOd/ $ulxYepKHKSYVOgIHMMzyRNDUCE 1yjCHE luuEAvMwSXnb+179d
bXo3ZT2I/ELSFW 7 mOUXv] kcGVLSXaRCVWEMGKZ IcMVjrow+ rPSkvviHd BT ke
G5he EqEFMIQALge/XchvzPaKVXAZ PO ImPLAG Gp+0870foHADMIzynlo
lgfMEch3iZOypetW3ojpl+bWEz245kuEL mSl6taccmoVITE=

4. Click Save Web services pods in the cluster will be restarted

Retrieve the CDF certificate:

1. On theinitial master node of the cluster, run the following:
${K8S_HOME}/scripts/cdf-updateRE.sh

2. Copy the contents of this cerfificate, from --BEGIN cert to END cert-- fothe clipboard.

Configure ArcMC:

1. Loginfothe ArcMC
2. Click Node Management > View All Nodes.

3. Inthe navigation bar, click Default (or the ArcMC location where you wish to add Transformation Hub).
Then click Add Host, and enter the following values:

¢ Hostname: Hostname for the Virfual IP for an HA environment, or master node host name for a
single-master node environment
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e Type: Select Transformation Hub Containerized

e Port 33080

o Cluster Port: 443

o Cluster Username: admin

o Cluster Password: <admin password creafed when logging info the CDF Ul for the first time>
o Cluster Certificate: Paste the contents of the CDF certificate you copied earlier.

4 Click Add. The Transformation Hub is added as a managed host.

Configuring Security Mode for Transformation Hub Destinations

Follow these instructions fo configure a security mode for SmartConnectors with Transformation Hub
destinations. For additional Transformation Hub configuration, see the Transformation Hub Administrator's
Guide and "Transformation Hub"in the Smart Connector User Guide on the Micro Focus support
community.

Note: These procedures are provided with the following assumptions:
e You use the default password. See the appendix for FIPS Compliant SmartConnectors in the
SmartConnector User Guide on the Micro Focus support community fo set a non-default password.

e You areon the Linux platform. For Windows platforms, use backslashes (\) when entering
commands instead of the forward slashes given here.

e You are using a command window fo enter Windows commands. Do not use Windows PowerShell.

Configuring a SmartConnector with aTransformation Hub Destination
without Client Authentication in non-FIPS Mode
Follow these steps fo configure a SmartConnector with a Transformation Hub destination without client

authenficafion in non-FIPS mode. This is the defaulf security mode configuration when installing
Transformation Hub.

On the SmartConnector Server

1. Prepare the SmartConnector:

o If the connector is not yet installed: Run the installer. Affer core software has been installed,
you will see a window that lets you select Add a Connector or Select Global Parameters. Check
Select Global Parameters, and on the window displayed, select Set FIPS mode Set to Disabled
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o If the connector is already installed: Run the installer. Select Set Global Parameters and set
Set FIPS Mode o Disabled

2. Navigate fo the connector's current directory, for example:

cd <install dir>/current

3. Setthe environment variables for the static values used by keytool, for example:
export CURRENT=<full path to this "current" folder>
export TH=<Transformation Hub hostname> <Transformation Hub port>
export STORES=${CURRENT}/user/agent/stores

export CA_CERT=ca.cert.pem

export STORE_PASSWD=changeit

On Windows platforms:

set CURRENT=<full path to this "current" folder>v

set TH=<Transformation Hub hostname> <Transformation Hub port>
set STORES=%CURRENT%\user\agent\stores

set STORE_PASSWD=changeit

4 Create the ${CURRENT}/user/agent/stores directory if it does not already exist, for example:
mkdir -p ${STORES}

On Windows platforms:

mkdir -p %STORES%

On the Transformation Hub:

Create a ${CA_CERT} file with the content of the root CA cerfificate as follows:

1. Setthe environment:
export CA CERT=/tmp/ca.cert.pem

2. Create a cerfificate
${k8s-home}/scripts/cdf-updateRE.sh > ${CA_CERT}

3. Copy this file from the Transformation Hub to the connectfor STORES directory.
On the Connectfor:

1. Import the CA cerfificate to the trust store in the ${CURRENT} folder; for example:

jre/bin/keytool -importcert -file ${STORES}/${CA CERT} -alias CARoot -
keystore ${STORES}/${TH}.truststore.jks -storepass ${STORE_PASSWD}
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On Windows platforms:

jre\bin\keytool -importcert -file %STORES%\%CA_CERT% -alias CARoot -
keystore %STORES%\%TH%.truststore.jks -storepass %STORE_PASSWD?%

2. When prompted, enter yes fo trust the cerfificate
3. Nofe the frust store path:
echo ${STORES}/${TH}.truststore.jks

On Windows platforms:

echo %STORES%\%TH%.truststore.jks

4. Navigate to the bin directory and run agent sefup. Install a connector with Transformation Hub as the
destination, for example:

cd <installation dir>/current/bin
./runagentsetup.sh

On Windows platforms:

cd <installation dir>\current\bin
runagentsetup.bat

5. SetUse SSL/TLS fo true.
6. SetUse SSL/TLS Authentication io false.

7. When completing the Transformation Hub destination fields, use the value from Step 3 for the frust
store path and the password used in Step 4 for the frust store password.

8. Cleanup. Delete the cerfificate file, for example:

Caution: The following file should be deleted to prevent the distribution of security certificates
that could be used fo authenficate against the Transformation Hub. These files are very sensitive
and should not be distributed to other machines.

rm ${STORES}/${CA_CERT}
On Windows platforms:

del %\STORES%\%CA_CERT%

Configuring a SmartConnector with aTransformation Hub Destination with
Client Authentication in FIPS Mode

Follow these steps fo configure a SmartConnector with a Transformation Hub (TH) destination with client
authentication in FIPS mode.
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Note: You will need fo supply an intermediate cerfificate and key. See Appendix B for an example of
how to generate these.

Step 1. On the Connector Server

1. Prepare the connector:

o If the connector is not yet installed: Run the installer. After core software has been installed,
you will see a window that lets you select Add a Connector or Select Global Parameters. Check
Select Global Parameters, and on the window displayed, select Set FIPS mode Set fo Enabled

o If the connector is already installed: Run the insfaller. Select Set Global Parameters and set
Set FIPS Mode fo Enabled

2. Navigate fo the connector's current direcfory, for example:

cd <install dir>/current

3. Apply the following workaround for a Java keytool issue:

a. Createanewfile agent.security in<install dir>/current/user/agent (orin
Windows platforms, <install dir>\current\user\agent)

b. Add the following content to the new file and then save it:

security.provider.l=org.bouncycastle.jcajce.provider
.BouncyCastleFipsProvider

security.provider.2=com.sun.net.ssl.internal.ssl.Provider BCFIPS

security.provider.3=sun.security.provider.Sun

¢ Movethelib/agent/fips/bcprov-jdk14-119.jar file fothe current direcfory.

4. Setthe environment variables for static values used by keytool:

export

export

CURRENT=<full path to this "current" folder>
BC_OPTS="-storetype BCFKS -providername BCFIPS

-J-Djava.security.egd=file:/dev/urandom
-J-Djava.ext.dirs=${CURRENT}/jre/lib/ext:${CURRENT}/1ib/agent/fips
-J-Djava.security.properties=${CURRENT}/user/agent/agent.security"

export
export
export
export
export
export

export

TH=<Transformation Hub hostname>_<Transformation Hub port>
STORES=${CURRENT}/user/agent/stores

STORE_PASSWD=changeit

TH_HOST=<TH master host name>

CA_CERT=ca.cert.pem
INTERMEDIATE_CA_CRT=intermediate.cert.pem

FIPS CA TMP=/opt/fips_ca_tmp

On Windows platforms:
set CURRENT=<full path to this "current" folder>
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set BC_OPTS=-storetype BCFKS -providername BCFIPS
-J-Djava.ext.dirs=%CURRENT%\jre\lib\ext; %CURRENT%\1ib\agent\fips
-J-Djava.security.properties=%CURRENT%\user\agent\agent.security

set TH=<Transformation Hub hostname> <Transformation Hub port>
set STORES=%CURRENT%\user\agent\stores

set STORE_PASSWD=changeit

set TH_HOST=<TH master host name>

set CA _CERT=C:\Temp\ca.cert.pem

set INTERMEDIATE_CA_CRT=C:\Temp\intermediate.cert.pem

set FIPS_CA_TMP=\opt\fips_ca_tmp

5. Create the ${CURRENT}/user/agent/stores directory if it does not already exist, for example:
mkdir -p ${STORES}

On Windows platforms:
mkdir -p %STORES%

6. Create the connector key pair, for example (the connector FQDN, OU, O, L, ST, and C values must be
changed for your company and location):

jre/bin/keytool ${BC_OPTS} -genkeypair -alias ${TH} -keystore
${STORES}/${TH}.keystore.bcfips -dname "cn=<Connector
FQDN> ,0U=Arcsight,0=MF,L=Sunnyvale,ST=CA,C=US" -validity 365

On Windows platforms:

jre\bin\keytool %BC_OPTS% -genkeypair -alias %TH% -keystore
%STORES%\%TH% . keystore.bcfips -dname "cn=<Connector
FQDN>,0U=Arcsight,0=MF ,L=Sunnyvale,ST=CA,C=US" -validity 365

When prompted, enter the password. Note the password; you will need it again in a later step. Press
Enter o use the same password for the key. If you want to match the default value in the properfies
file, use the password changeit

7. Listthe key store enfries. There should be one private key.

jre/bin/keytool ${BC_OPTS} -list -keystore ${STORES}/${TH}.keystore.bcfips
-storepass ${STORE_PASSWD}

On Windows platforms:

jre\bin\keytool %BC OPTS% -list -keystore %STORES%\%TH%.keystore.bcfips
-storepass %STORE_PASSWD?%

8. Create a Cerfificate Signing Request (CSR), for example:
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jre/bin/keytool ${BC_OPTS} -certreq -alias ${TH} -keystore
${STORES}/${TH}.keystore.bcfips -file ${STORES}/${TH}-cert-req -storepass
${STORE_PASSWD}

On Windows platforms:

jre\bin\keytool %BC_OPTS% -certreq -alias %TH% -keystore
%STORES%\%TH% . keystore.bcfips -file %STORES%\%TH%-cert-req -storepass
%STORE_PASSWD%

Step 2:On the Transformation Hub Server

1. When Transformation Hub is first installed, it's setup to use self-signed certificates. To replace the self-
signed cerfificates, obfain your company's root CA cerfificate, and an intermediate certificate and key
pair. Copy them to /tmp with the following names:

/tmp/intermediate.cert.pem

/tmp/intermediate.key.pem

/tmp/ca.cert.pem

Use the following command fo update the certificate on the Transformation Hub

/opt/arcsight/kubernetes/scripts/cdf-updateRE.sh write --re-
key=/tmp/intermediate.key.pem --re-crt=/tmp/intermediate.cert.pem --re-
ca=/tmp/ca.cert.pem

Note: After the new certificate is imported fo the Transformation Hub, the Transformation Hub will
need fo be uninstalled and then re-installed with FIPS and Client Authenfication enabled. See the
Transformation Hub Deployment Guide for details.

2. export CA_CERT=/tmp/ca.cert.pem
export INTERMEDIATE CA_CRT=/tmp/intermediate.cert.pem
export INTERMEDIATE_CA_KEY=/tmp/intermediate.key.pem
export FIPS CA_TMP=/opt/fips_ca_tmp
export TH=<Transformation Hub hostname>_ <Transformation Hub port>

3. Create a temporary locafion on the Transformation Hub master server:mkdir $FIPS_CA_TMP

Step 3:On the Connector Server

Copy the ${STORES}/${TH}-cert-reqfile (3STORES%\%TH%- cert-req on Windows platforms) from
the connector fo the Transformation Hub direcfory created above, /opt/fips_ca_tmp
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Step 4:On the Transformation Hub Server

Create the signed cerfificate, for example:

/bin/openssl x509 -req -CA ${INTERMEDIATE_CA_CRT} -CAkey ${INTERMEDIATE_CA
KEY} -in ${TH}-cert-req -out ${FIPS_CA_TMP}/${TH}-cert-signed-days 365 -
CAcreateserial -sha256

Step 5:On the Connector Server

1. Copythe ${TH}-cert-signed cerfificate from the Transformation Hub fo the connector's
${STORES} direcfory. (On the Windows platform, copy the %TH%- cert-signed certificate to the
connector's %$STORES% directory.)

2. Copy the ca.cert.pem certificate from the Transformation Hub to the connector's ${STORES }
directory. (On the Windows platform, copy the cerfificate to the %STORES% directory.)

3. Copy the intermediate.cert.pem certificate from the Transformation Hub to the connector's
${STORES} directory. (On the Windows platform, copy the cerfificate to the ¥STORES% directory.)
4 Import the CA certificate fo the frust store, for example:

jre/bin/keytool ${BC_OPTS} -importcert -file ${STORES}/${CA_CERT} -alias
CARoot -keystore ${STORES}/${TH}.truststore.bcfips -storepass ${STORE_
PASSWD}

On Windows platforms:

jre\bin\keytool %BC_OPTS% -importcert -file %STORES%\%CA_CERT% -alias
CARoot -keystore %STORES%\%TH%.truststore.bcfips -storepass %STORE_
PASSWD?%

5. Import the infermediate cerfificate fo the frust store, for example

jre/bin/keytool ${BC_OPTS} -importcert -file ${STORES}/${INTERMEDIATE_CA
CRT} -alias INTCARoot -keystore ${STORES}/${TH}.truststore.bcfips -
storepass ${STORE_PASSWD}

On Windows platforms:

jre\bin\keytool %BC_OPTS% -importcert -file %STORES%\%INTERMEDIATE_ CA
CRT% -aliasINTCARoot -keystore %STORES%\%TH%.truststore.bcfips -
storepass %STORE_PASSWD%

6. Import the CA cerfificate to the key store, for example

jre/bin/keytool ${BC_OPTS} -importcert -file ${STORES}/${CA_CERT} -alias
CARoot -keystore ${STORES}/${TH}.keystore.bcfips -storepass ${STORE_
PASSWD}
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On Windows platforms:

jre\bin\keytool %BC_OPTS% -importcert -file %STORES%\%CA_CERT% -alias
CARoot -keystore %STORES%\%TH%.keystore.bcfips -storepass %STORE_
PASSWD?%

7. When prompted, enter yes to frust the certificate

8. Import the intermediate certificate fo the key store, for example

jre/bin/keytool ${BC_OPTS} -importcert -file ${STORES}/${INTERMEDIATE_CA _
CRT} -alias

INTCARoot -keystore ${STORES}/${TH}.keystore.bcfips -storepass ${STORE_
PASSWD}

When completed successfully, this command will refurn the message, Certificate reply was
installed in keystore

On Windows platforms:

jre\bin\keytool %BC_OPTS% -importcert -file %STORES%\%INTERMEDIATE_ CA
CRT% -alias

INTCARoot -keystore %STORES%\%TH%.keystore.bcfips -storepass %STORE_
PASSWD%

Q. Import the signed certificate to the key store, for example:

jre/bin/keytool ${BC_OPTS} -importcert -file ${STORES}/${TH}-cert-signed
-alias ${TH} -keystore ${STORES}/${TH}.keystore.bcfips -storepass ${STORE_
PASSWD}

On Windows platforms:

jre\bin\keytool %BC_OPTS% -importcert -file %STORES%\%TH%-cert-signed
-alias %TH% -keystore %STORES%\%TH%.keystore.bcfips -storepass %STORE_
PASSWD?%

When successfully complete, this command will return the message, Certificate reply was installed in
keystore.

10. Navigate fothe bin direcfory and run agent setup. Insfall a connecfor with Transformation Hub as the
destination, for example:

cd <installation dir>/current/bin
./runagentsetup.sh

On Windows platforms:

cd <installation dir>\current\bin
runagentsetup.bat
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a. When completing the Transformation Hub destination fields, use the same values as in Step 8 for
the path and password.

b. SetUse SSL/TLS o true.
¢. SetUse SSL/TLS Authentication o true

d. Setkeystore path to:
${STORES}/${TH}.keystore.bcflips

e Seftruststore path to:
${STORES}/${TH}.keystore.bcflips

11 Cleanup. Delete the following files:

Caution: The following files should be deleted to prevent the distribution of security certificates
that could be used fo authenficate against the Transformation Hub. These files are very sensitive
and should not be distributed to other machines.

r
r
r
r

E

${STORES}/${INTERMEDIATE_CA_CRT}
${STORES}/intermediate.key.pem
${STORES}/${TH}-cert-signed
${STORES}/${TH}-cert-req

S 3 =3

On Windows platforms:

del %STORES%\intermediate.cert.pem
del %STORES%\intermediate.key.pem
del %STORES%\%TH%-cert-signed

del %STORES%\%TH%-cert-req

12. Move the bcprov-jdk14-119.jar file back fothe 1ib/agent/fips directory (or
lib\agent\fips on Windows platforms).

Step 6: On the Transformation Hub Server

Toclean up the Transformation Hub server, delete the temporary folder where the certificate was signed
and the cerfificate and key files in /tmp.

Caution: The temporary certificate folder should be deleted to prevent the distribution of security
cerfificates that could be used to authenticate against the Transformation Hub. These files are very
sensifive and should not be distributed fo other machines.

Configuring a SmartConnector with Transformation Hub Destination with
Client Authentication in Non-FIPS Mode

Follow these steps to configure a SmartConnector with a Transformation Hub (TH) destination with client
authenfticafion, in non-FIPS mode
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Note: You will need to supply an intermediate certificate and key. See Appendix B for an example of
how to generate these.

Step 1. On the Connector Server

1. Prepare the SmartConnectfor:

o If the connector is not yet installed: Run the installer. After core software has been installed,
you will see a window that lets you select Add a Connector or Select Global Parameters. Check
Select Global Parameters, and on the window displayed, select Set FIPS mode. Sef to Disabled

o If the connector is already installed: Run the insfaller. Select Set Global Parameters and set
Set FIPS Mode fo Disabled.

2. Navigate fo the connector's current direcfory, for example:

cd <install dir>/current

On Windows platforms:
cd <install dir>\current

3. Setthe environment variables for the static values used by keytool, for example:

export
export
export
export
export
export
export
export

CURRENT=<full path to this "current" folder>
TH=<th hostname>_<th port>
STORES=${CURRENT}/user/agent/stores
STORE_PASSWD=changeit

TH_HOST=<TH master host name>
CA_CERT=ca.cert.pem
INTERMEDIATE_CA_CRT=intermediate.cert.pem
CERT_CA_TMP=/opt/cert_ca_tmp

On Windows platforms:

set CURRENT=<full path to this "current" folder>

set TH=<th hostname> <th port>

set STORES=%CURRENT%\user\agent\stores

set STORE_PASSWD=changeit

set TH_HOST=<TH master host name>

set CA _CERT=C:\Temp\ca.cert.pem

set INTERMEDIATE_CA_CRT=C:\Temp\intermediate.cert.pem
set CERT_CA_TMP=\opt\cert_ca_tmp

4 Createthe ${CURRENT}/user/agent/stores directory if it does not already exist, for example:
mkdir -p ${STORES}

On Windows platforms:
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mkdir -p %STORESY%

5. Create the connector key pair, for example:

jre/bin/keytool -genkeypair -alias ${TH} -keystore
${STORES}/${TH}.keystore.jks -dname "cn=<Connector
FQDN>,0U=Arcsight,0=MF,L=Sunnyvale,ST=CA,C=US" -validity 365

On Windows platforms:

jre\bin\keytool -genkeypair -alias %TH% -keystore
%STORES%\%TH% . keystore.jks -dname "cn=<Connector
FQDN>,0U=Arcsight,0=MF,L=Sunnyvale,ST=CA,C=US" -validity 365

When prompted, enter the password. Note the password; you will need it again in a later step. Press
Enter to use the same password for the key.
6. Listthe key store entries. There should be one private key.

jre/bin/keytool -list -keystore ${STORES}/${TH}.keystore.jks -storepass
${STORE_PASSWD}

On Windows platforms:
jre\bin\keytool -list -keystore %STORES%\%TH%.keystore.jks -storepass
%STORE_PASSWD%

7. Create a Certificate Signing Request (CSR), for example:

jre/bin/keytool -certreq -alias ${TH} -keystore
${STORES}/${TH}.keystore.jks -file ${STORES}/${TH}-cert-req -storepass
${STORE_PASSWD}

On Windows platforms:

jre\bin\keytool -certreq -alias %TH% -keystore
%STORES%\%TH% . keystore.jks -file %STORES%\%TH%-cert-req -storepass
%STORE_PASSWD%

Step 2: On the Transformation Hub Server

1. When Transformation Hub is firstinstalled, it's setup fo use self-signed cerfificates. To replace the self-
signed cerfificates, obtain your company's root CA cerfificate, and an intermediate certificate and key
pair. Copy them to /tmp with the following names:

/tmp/intermediate.cert.pem
/tmp/intermediate.key.pem
/tmp/ca.cert.pem

Use the following command to add them fo Transformation Hub
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/opt/arcsight/kubernetes/scripts/cdf-updateRE.sh write --re
key=/tmp/intermediate.key.pem --re-crt=/tmp/intermediate.cert.pem --re-
ca=/tmp/ca.cert.pem

Note: After the new certificate is imported fo the Transformation Hub, the Transformation Hub
will need to be uninstalled and then re-installed with Client Authenfication enabled. See the
Transformation Hub Deployment Guide for details.

2. Run the following commands

export CA_CERT=/tmp/ca.cert.pem

export INTERMEDIATE CA_CRT=/tmp/intermediate.cert.pem

export INTERMEDIATE_CA_KEY=/tmp/intermediate.key.pem

export CERT_CA _TMP=/opt/cert_ca_tmp

export TH=<Transformation Hub hostname>_ <Transformation Hub port>
3. Create a temporary location on the Transformation Hub master server:

mkdir $CERT_CA_TMP

Step 3:On the Connector Server

Copy the ${STORES}/${TH}-cert-reqfile (3STORES%\%TH%- cert-req on Windows platforms) from
the connector to the Transformation Hub directory created above.

Step 4: On the Transformation Hub Server

Create the signed cerfificate, for example:

/bin/openssl x509 -req -CA ${INTERMEDIATE_CA_CRT} -CAkey ${INTERMEDIATE_CA
KEY} -in ${TH}-cert-req -out ${CERT_CA_TMP}/${TH} -cert-signed-days 365 -
CAcreateserial -sha256

Step 5:On the Connector Server

1. Copythe ${TH}-cert-signed cerfificate from the Transformation Hub fo the connector's
${STORES} directory. (On the Windows platform, copy the %TH%-cert-signed certificate to the
connector's %$STORES% directory.)

2. Copy the ca.cert.pem certificate from the Transformation Hub to the connector's ${STORES }
directory. (On the Windows platform, copy the cerfificate to the %STORES% directory.)

3. Copythe intermediate.cert.pem certificate from the Transformation Hub to the connector's
${STORES} directory.(On the Windows platform, copy the cerfificate to the %STORES?% directory.)

4 Import the CA certificate to the frust store, for example

jre/bin/keytool -importcert -file ${STORES}/${CA_CERT} -alias CARoot
-keystore ${STORES}/${TH}.truststore.jks -storepass ${STORE_PASSWD}
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10.

On Windows platforms:
jre\bin\keytool -importcert -file %STORES%\%CA_CERT% -alias CARoot
-keystore %STORES%\%TH%.truststore.jks -storepass %STORE_PASSWD%

Import the intermediate cerfificate to the frust store, for example
jre/bin/keytool -importcert -file ${STORES}/${INTERMEDIATE_CA CRT} -alias

INTCARoot -keystore ${STORES}/${TH}.truststore.jks -storepass ${STORE_
PASSWD}

On Windows platforms:

jre\bin\keytool -importcert -file %STORES%\%INTERMEDIATE CA_CRT% -
aliasINTCARoot -keystore %STORES%\%TH%.truststore.jks -storepass
%STORE_PASSWD%

When prompted, entfer yes fo frust the cerfificate.

Import the CA certificate to the key store, for example:

jre/bin/keytool -importcert -file ${STORES}/${CA CERT} -alias CARoot -
keystore ${STORES}/${TH}.keystore.jks -storepass ${STORE_PASSWD}

On Windows platforms:
jre\bin\keytool -importcert -file %STORES%\${CA _CERT} -alias CARoot -
keystore %STORES%\%TH%.keystore.jks -storepass %STORE_PASSWD?%

Import the intermediate certificate to the key store, for example
jre/bin/keytool -importcert -file ${STORES}/${INTERMEDIATE_CA_ CRT} -alias

INTCARoot -keystore ${STORES}/${TH}.keystore.jks -storepass ${STORE_
PASSWD}

On Windows platforms:

jre\bin\keytool -importcert -file %STORES%\%INTERMEDIATE_CA CRT% -alias
INTCARoot -keystore %STORES%\%TH%.keystore.jks -storepass %STORE_

PASSWD?%

When successfully completed, this command will return the message, Cerfificate reply was installed in
keystore.

When prompted, enter yes to frust the certificate.

Import the signed cerfificate to the key store, for example:

jre/bin/keytool -importcert -file ${STORES}/${TH}-cert-signed -alias ${TH}
-keystore ${STORES}/${TH}.keystore.jks -storepass ${STORE_PASSWD}

On Windows platforms:
jre\bin\keytool -importcert -file %STORES%\%TH%-cert-signed -alias %TH%
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-keystore %STORES%\%TH%.keystore.jks -storepass %STORE_PASSWD%

When successfully complete, this command will refurn the message, Certificate reply was
installed in keystore

11. Note the key store and frust store paths:

echo ${STORES}/${TH}.truststore.jks
echo ${STORES}/${TH}.keystore.jks

On Windows platforms:

echo %STORES%\%TH%.truststore. jks
echo %STORES%\%TH%.keystore. jks

12 Navigate fothe bin direcfory and run agent setup. Install a connector with Transformation Hub as
the destination, for example:

cd <installation dir>/current/bin
./runagentsetup.sh

On Windows platforms:
cd <installation dir>\current\bin
runagentsetup.bat

a. When completing the Transformation Hub destination fields, use the same values as in Step 8 for
the path and password.

b. SetUse SSL/TLS o true.
c. SetUse SSL/TLS Authentication o true

13 Cleanup. Delete the following files:

Caution: The following files should be deleted to prevent the distribution of security certificates
that could be used fo authenficate against the Transformation Hub. These files are very sensitive
and should not be distributed to other machines

rm ${STORES}/${INTERMEDIATE_CA_CRT}
rm ${STORES}/intermediate.key.pem
rm ${STORES}/${TH}-cert-signed

rm ${STORES}/${TH}-cert-req

On Windows platforms:

del %STORES%\intermediate.cert.pem
del %STORES%\intermediate.key.pem
del %STORES%\%TH%-cert-signed

del %STORES%\%TH%-cert-req
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Step 6: On the Transformation Hub Server

Toclean up the Transformation Hub server, delete the temporary folder where the certificate was signed
and the cerfificate and key files in /tmp.

Caution: The temporary cerfificate folder should be deleted fo prevent the distribution of security
certificates that could be used to authenticate against the Transformation Hub. These files are very
sensifive and should not be distributed fo other machines.

Configuring a SmartConnector with a Transformation Hub Destination
without Client Authentication in FIPS Mode

Follow these steps to configure a SmartConnector with a Transformation Hub destination without client
authenficafion in FIPS mode

On the SmartConnector Server

1

2.

3.

Prepare the SmartConnector:

o If the connector is not yet installed: Run the installer. After core software has been installed,
you will see a window that lets you select Add a Connector or Select Global Parameters. Check
Select Global Parameters, and on the window displayed, select Set FIPS mode Set fo Enabled

o If the connector is already installed: Run the installer. Select Set Global Parameters and then
Set FIPS Mode o Enabled

Navigate fo the connector's current direcfory, for example:

cd <install dir>/current

Set the environment variables for the static values used by keytool, for example:
export CURRENT=<full path to this "current" folder>

export BC_OPTS="-storetype BCFKS -providername BCFIPS -providerclass
org.bouncycastle.jcajce.provider.BouncyCastleFipsProvider -providerpath
${CURRENT}/1ib/agent/fips/bc-fips-1.0.0.jar
-J-Djava.security.egd=file:/dev/urandom”

export TH=<Transformation Hub hostname>_ <Transformation Hub port>
export STORES=${CURRENT}/user/agent/stores

export STORE_PASSWD=changeit

export CA_CERT=ca.cert.pem

On Windows platforms:

set CURRENT=<full path to this "current" folder>
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10.

set BC_OPTS="-storetype BCFKS -providername BCFIPS
-J-Djava.ext.dirs=%CURRENT%\jre\lib\ext; %CURRENT%\1ib\agent\fips
-J-Djava.security.properties=%CURRENT%\user\agent\agent.security"”

set TH=<Transformation Hub hostname> <Transformation Hub port>
set STORES=%CURRENT%\user\agent\stores
set STORE_PASSWD=changeit

Create the ${CURRENT}/user/agent/stores direcfory if it does not already exist, for example:
mkdir -p ${STORES}

On Windows platforms:

mkdir -p %STORES%

Create a ca.cert. pemfile with the confents of the root CA cerfificate with the following command:
${k8s-home}/scripts/cdf-updateRE.sh > /tmp/ca.cert.pm

Copy the just-created ca. cert.pemfile from the Transformation Hub fo the connector's ${STORES}
directory. (On the Windows platform, copy the cerfificate to the %STORES% directory.)

Import the CA certificate to the frust store, for example:

jre/bin/keytool ${BC_OPTS} -importcert -file ${STORES}/${CA_CERT} -alias
CARoot -keystore ${STORES}/${TH}.truststore.bcfips -storepass ${STORE_
PASSWD}

On Windows platforms:

jre\bin\keytool %BC_OPTS% -importcert -file %STORES%\%CA_CERT% -alias
CARoot -keystore %STORES%\%TH%.truststore.bcfips -storepass %STORE_
PASSWD?%

When prompted, enfer yes fo frust the cerfificate.

Note the trust store path:
echo ${STORES}/${TH}.truststore.bcfips

On Windows platforms:

echo %STORES%\%TH%.truststore.bcfips

Navigatfe to the bin directory and run agent setup. Install a connector with Transformation Hub as the
destination, for example:

cd <installation dir>/current/bin
./runagentsetup.sh

On Windows platforms:
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cd <installation dir>\current\bin
runagentsetup.bat

a. When completing the Transformation Hub destination fields, use the value from Step 7 for the
frust store path and the password used in Step 6 for the frust store password.

b. SetUse SSL/TLS o0 true

c. SetUse SSL/TLS Authentication o false

11. Cleanup. Delete the cerfificate file, for example:

Caution: The following file should be delefed to prevent the distribution of security certificates
that could be used fo authenficate against the Transformation Hub. These files are very sensitive
and should not be distributed to other machines.

rm ${STORES}/${CA_CERT}
On Windows platforms:

del %\STORES%\ca.cert.pem

Troubleshooting SmartConnector Infegration

The following froubleshooting fips may be useful in diagnosing SmartConnector infegration issues.

Error Message

Unable to test connection to Kafka server: [Failed to construct
kafka producer]

Unable to test connection to Kafka server: [Failed to update
metadata affer 30000 ms ]

Unable to test connection to Kafka server: [Failed to update
metadata affer 40 ms.]

Destination parameters did not pass the verification with error
[ nested exceptionis: java.net.SocketException: Connection
reset]. Do you still want to continue?

Micro Focus Transformation Hub (3.2.0)

Issue

SmartConnector can't resolve the short or fullhostname of the
Transformation Hub node(s).

SmartConnector can resolve the short or full hostname of the
Transformation Hub node(s) but can't communicate with them
because of routing or network issues.

Youmay have mistyped the topic name. Try re-entry.

Ifusing SSL/TLS, you did not configure the SSL/TLS parameters
correctly.
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Configuring Logger as a Transformation Hub Consumer

The procedure for configuring a Logger as a Transformation Hub consumer will depend on whether the
Logger will be using SSL/TLS.

To configure a Logger as a Transformation Hub consumer (not using SSL/TLS):

1. Logintologger.
2. Select Configuration > Receivers > Add.

3. In the Add Receiver dialog, enter the following:
o Name: Enter a unique name for the new receiver.

o Type: Transformation Hub Receiver

4 Select and edif the Transformation Hub Receiver and enter the following parameters:
o Transformation Hub host(s) and port: {Kafka broker Host IP 1}:9092, {Kafka broker Host [P

219092, {Kafka broker Host IP 339092

o Event Topic List: th-cef (If additional fopics are needed, enter multiple topics with a comma-
separafed list.)

o Retrieve event from earliest offset: frue

o Consumer Group (Logger Pool): | ogger Pool
o Use SSL/TLS: false

¢ Use Client Authentication: false

o Enable: Checked

To configure a Logger as a Transformation Hub consumer (using SSL/TLS):

1. Logintologger.
2. Select Configuration > Receivers > Add.

3. In the Add Receiver dialog, enter the following:
¢ Name: Transformation Hub Receiver

o Type: Transformation Hub Receiver

4 Select and edif the Transformation Hub Receiver and enter the following parameters:
o Transformation Hub host(s) and port: {Kafka broker Host IP 1}:9093, {Kafka broker Host [P

219093, {Kafka broker Host IP 3319093

o Event Topic List: th-cef (You can enter multiple tfopics with a comma-separated list.)
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o Retrieve event from earliest offset: frue

o Consumer Group (Logger Pool): | ogger Pool
e Use SSL/TLS: frue

¢ Use Client Authentication: false

o Enable: Checked

To configure a Logger as a Transformation Hub consumer (using SSL/TLS with Client
Authentication):

=

Log in to Logger.
2. Select Configuration > Receivers > Add.

3. In the Add Receiver dialog, enter the following:
¢ Name: Transformation Hub Receiver

o Type: Transformation Hub Receiver

4 Select and edif the Transformation Hub Receiver and enter the following parameters:
o Transformation Hub host(s) and port: {Kafka broker Host IP 1}:9093, {Kafka broker Host IP

219093, {Kafka broker Host IP 319093
o Event Topic List: th-cef (You can enter multiple topics with a comma-separated list)
o Retrieve event from earliest offset: irue
o Consumer Group (Logger Pool): | ogger Pool
e Use SSL/TLS: frue
o Use Client Authentication: irue

o Enable: Checked

Troubleshooting

The following froubleshooting fips may be useful in diagnosing Logger integration issues.

Error Message Issue
IP Address th1.example.comis not a valid address Use IP addresses in Receiver configuration, not
host names.

There was a problem confacting Transformation Hub: Timeout expiredwhile  [Logger can't communicate with Transformation
fetching fopic metadata, please check the receiver configuration Hub because of routing or network issues.

The specified Event Topic (th-<topicname >)is not valid You have mistyped the fopic name.
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Note: This process is explained in more detail in the Logger Administrator's Guide, available from the
Micro Focus support community.
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Configuring ESM as a Transformation Hub Consumer

This procedure describes how fo configure ESM as a Transformation Hub consumer with client
authentication using a User (infermediate) certificate

1. On Transformation Hub, run:

${K8S_HOME}/scripts/cdf-updateRE.sh write --re-key={path to intermediate
certificate}/intermediate.key.pem --re-crt={path to intermediate
certificate}/intermediate.cert.pem --re-ca={path to intermediate
certificate}/ca.cert.pem

2. Onan ESM host which has not been configured as a Transformation Hub consumer, switch fo the
manager directory
cd /opt/arcsight/manager

3. Run each of these commands, one at a time. When prompted by the keytool for a password, enter the
ESM password.
touch config/client.properties

bin/arcsight keytool -store clientkeys -storepasswd -storepass

bin/arcsight keytool -store clientkeys -keypasswd -keypass -alias

services-cn

bin/arcsight changepassword -f config/client.properties -p
ssl.keystore.password

4. Import the intermediate certificates to the ESM client keystore

5. Run these commands

bin/arcsight keytool -store clientcerts -importcert -file /tmp/ca.cert.pem
-alias thcert

bin/arcsight keytool -store clientkeys -importcert -file
/tmp/intermediate.cert.pem -alias thintcert

bin/arcsight keytool -store clientcerts -importcert -file
/tmp/intermediate.cert.pem -alias thintcert

/etc/init.d/arcsight_services stop manager

bin/arcsight keytool -store clientkeys -genkeypair -dname "cn=<your
CN>,ou=<your 0OU>, o=<your org short name>, c=<your country>" -keyalg rsa -
keysize 2048 -alias th -startdate -1d -validity 366

bin/arcsight keytool -certreq -store clientkeys -alias th -file thkey.csr
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6. Generate a cerfificate signing request C . csr file) so the Transformation Hub can sign a client
certificate

7. Copy the .csr file tothe Transformation Hub inifial master node,

8. On the Transformation Hub Inifial Master Node, run:

openssl x509 -req -CA /opt/intermediate_cert_files/intermediate.cert.pem
-CAkey /opt/intermediate_cert_files/intermediate.key.pem -in /opt/thkey.csr -
out /opt/signedTHkey.crt -days 3650 -CAcreateserial -sha256

Q. Copy the signed certificate fo /tmp on the ESM host.

10. Onthe ESM hostimport the signed client certificate into the client keystore so it can be used to
authenticate fo Transformation Hub. Run these commands:

/opt/arcsight/manager/bin/arcsight keytool -store clientkeys -alias th -
importcert -file /tmp/signedTHkey.crt -trustcacerts

11 Startthe manager configuration wizard

/opt/arcsight/manager/bin/arcsight managersetup

Note: if on a host without X Window access, run the managersetup command with the -i parameter.
Consult the ESM documentation for more information regarding the managersetup command.

Q. Proceed through the wizard for adding the Transformation hub fo the ESM,, until the dialog is displayed
that prompts for a connection to Transformation Hub. On the dialog, under “ESM can consume events
from a Transformation Hub...” enter Yes. Then enter then the following parameters. (This will putan
entry in the Manager cacerts file, displayed as ebcaroot):

Host:Port(s): example.com:9093,192.example.com:9093,example.com:9093

Note: You must use host names, not IP addresses. In addition, ESM does not support non-TLS port
Q092.

Topic to read from: th-binary_esm

Path to Transformation Hub root cert:{/cave this empty}

8. On the ESM, restart the ESM Manager:
/etc/init.d/arcsight_services stop manager

/etc/init.d/arcsight_services start manager

Micro Focus Transformation Hub (3.2.0) Page 60 of 95



Deployment Guide

Chapter 6: Maintfaining the Transformation Hub

Administration of the Transformation Hub cluster is performed from the Transformation Hub Kafka
Manager Portal, available at https:<Your high-availabiliy FQDN>:5443.

Changing Transformation Hub Configuration Properties

To change Transformation Hub configuration properties:

1. Inthe Management Portal, select Suite.

2. Click «e (Browse) on the far right and choose and choose Reconfigure A new screen will be opened in
a separafe tab.

3. Update configuration properties as needed.
4. Click Save.

All services in the cluster affected by the configuration change will be restarted (in a rolling manner) across
the cluster nodes.

Adding a Product (Capability)

To add a product (capability) to your cluster:

As explained under Upload Images, upload the offline images for the product you want fo add.

Click Suite..

Click «ee (Browse) on the far right and choose Change. A new screen will be opened in a separatfe fab.
On the next page, select a product you want fo add, and click Next

On the File Storage page, fill in the NFS volume data if needed, and click Next.

S T % R

Wait until the spinner disappears (This page will remain blank) and click Next.
7. Update configuration values if needed, and click Next.

Affer a short waif, the Configuration Complete page confirms the change to the cluster.
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Removing a Product

To remove a product (capability) from your cluster:

1. Click Suite

2. Click «. (Browse) on the far right and choose Install. A new screen will be opened in a separate fab.
3. On the next page, deselect the product you want fo remove, and click Next

4. On the File Storage page click Next.

5. Update configuration values if needed, and click Next.

Affer a short waif, the Configuration Complete page confirms the change to the cluster.

Uninstalling ArcSight Suite (including Transformation Hub)

To (gracefully) uninstall the ArcSight Suite (including Transformation Hub):

1. Stop all collectors and Connectors from sending events fo Transformation Hub.

2. Stop all consumers from receiving events after they have consumed all events from their fopics.
3. (lick Suite > Management.

4. Click on the far right button and choose Uninstall

The pods are progressively shut down and then uninstalled.

Resetting the Administrator Password

You can change the administrator password on a CDF installation.

1. Browse to CDF Installer Ul at:
https://{master_FQDN or IP}:5443.

2. Loginusing admin USERID and the password you specified during the platforminstallation in the
command line argument. (This URL is displayed at the successful completion of the CDF insfallation
shown earlier)

. Inthe leff navigation page, click IdM Administration.

. In the main panel, click the large SRG button on the right.

3

4

5. Inthe leff navigation bar, click Users.

6. Inthe list of users on the right, select Admin and click Edit.
5

. Inthe boftfom right, click Remove Password.
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8. Click Add Password.

9. Enfer a new admin password, and then click Save

Viewing and Changing the Certificate Authority

The cluster maintains its own cerfificate authority (CA) toissue cerfificates for external communication. A
self-signed CA is generated during installation by default. Pods of deployed products use the certificates
generated by the CA on pod starfup.

To display the current CA for external communication:

Run the following command on the Initial Master Node:

${K8S_HOME}/scripts/cdf-updateRE.sh read

To update the CA, run:

${K8S_HOME}/scripts/cdf-updateRE.sh write --re-key={New Intermediate Key
Name}.pem --re-crt={New Intermediate Key Name}.pem --re-ca={New CA Cert
Name}.pem}

Note: Changing the CA after Transformation Hub deployment will require undeploying and then
deploying the Transformation Hub capability. This will resultin a loss of configuration changes. As a
result, it is highly recommended that if you need to perform this task, do so af the beginning of your
Transformation Hub rollout. See the section on Deploying Transformation Hub for information on re-
deploying the capability.

Manual Upgrade of CDF Version 2019.05 to CDF Version
202002

Transformation Hub 3.2.0is supported on CDF version 2020.02. As a result, users running an earlier
version of CDF (version 2019.05) must upgrade fo version 202002. The manual CDF upgrade process,
which is run on each node in your environment, is explained here.

Manual upgrade is a lengthy process and should be run with a stable and reliable SSH connection. The
complete process includes two phases: upgrade from CDF 2019.05 to CDF 2019.08, and then an upgrade
from 2019.08 t0 2020.02.

Note: The upgrade of a single-master environment to a multi-master (high availability/HA)
environment is not supported by this process.
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Prerequisites

o Docker and Kubernetes versions must be upgraded separately.
o CDFupgrade from 201905 to 2019.08 does notinclude the upgrade of Docker or Kubernetes

versions.

o CDF upgrade from 2019.08 1o 2020.02 does include the upgrade of Kubernetes fromv1.13.5 fo
v1155

o CDF upgrade from 201908 to 202002 does i nclude the upgrade of Docker from v1809.2 to
v19.035-3

o Verify that your environment meets the system requirements for a new cluster, as outlined in the

CDF Deployment Guide, including the following:
o Linux OS version is RHEL/CentOS 7.5, 7.6, 0r 7.7;:Kernel version is 7.4 v3.10.0-693.21.1.el7 (or

above).

o Make sure you have enough space on all cluster nodes. The default value for the pod eviction
threshold is 85% of used space for the filesystem where the Kubernetes home directory is mounted
(by default /fopt/arcsight). In addition, the cluster nodes should reserve 50 GB of disk space for
upgrades, preferably under a different location than the Kubernetes home directory.

o The following packages must be installed on all master and worker nodes:

socat
container-selinux

Note: If these are not installed, then install each using the command:
yum install <packagename>).

Preparation

1. Make sure that you have the permission fo reboot the cluster nodes. You may need fo reboot the
nodes during the upgrade.

2. Tomake sure that all nodes (master nodes and worker nodes) are in running status, run:
kubectl get nodes

3. Tomake sure all core pods are running and all necessary checks are passed, run:
${K8S_HOME}/bin/kube-status.sht

4 If you are using a non-rootf user fo perform the manual upgrade, please verify that you have already
configured your sudo permission from Appendix B.

Download the upgrade packages to each node

1. Download the CDF 2019.08 upgrade package fo every node of your cluster infoa /tmp/upgrade-
download directory.
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2. Download the CDF 2020.02 to every node of your cluster info the /tmp/upgrade-download
directory.

3. Createa /tmp/upgrade-backup directory with @ minimum size of 30GB on every mastfer and
worker node of your cluster. If you are a non-root user on the nodes inside the cluster, make sure you
have permission to this directory: mkdir /tmp/upgrade-backup).

Phase I: Upgrade process from 201905 to 2019.08

Beginning with the master nodes, upgrade your CDF infrastructure on every node of the cluster by
running the following process on each node:

1. Unzip the upgrade package on each node by running these commands:

cd /{download-directory}
unzip cdf-upgrade-2019.08.xxxx

2. Run the following commands on each node

cd {download-directory}/cdf-upgrade-2019.08.xxxx
./upgrade.sh -i -t <path to upgrade directory>

Examples
./upgrade.sh -i -t /tmp/upgrade-backup
./upgrade.sh -i
3. On the initial master node, run the following commands to upgrade CDF componenfs:
cd {download-directory}/cdf-upgrade-2019.08.xxxx
./upgrade.sh -u

4. Optionally, clean the unused docker images by running the following commands on all nodes
(masters and workers):

cd {download-directory}/cdf-upgrade-2019.08.xxxx
./upgrade.sh -c
5. Verify the cluster status. First, check the CDF version on each node by running the command:

cat ${K8S_HOME}/version.txt
>> 2019.08.00125

6. Check the status of CDF on each node by running these commands:

cd ${K8S_HOME}/bin/
./kube-status.sh’
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Phase Il Upgrade process from 2019.08 t0 2020.02

Beginning with the master nodes, upgrade your CDF infrastructure on every node of the cluster by
running the following process on each node:

1. On one of the master nodes, configure IDM pod affinity and wait until IDM pods are up and running
with this command:

kubectl patch deployment idm -n core --patch '{ "spec": { "template": {
"spec": { "affinity": { "podAffinity": {
"preferedDuringSchedulingIgnoredDuringExecution™: [ { "labelSelector": {
"matchExpressions”: [ { "key": "app", "operator": "In", "values": [ "idm-app"
13} 173, "topologyKey": "kubernetes.io/hostname” } 1 } } } } } }'

Note: This step need only be performed on a single master node.

2. Unzip the upgrade package on each node by running these commands:

cd /{download-directory}
unzip cdf-2020.02.xxxx

3. Run the following commands on each node

cd {download-directory}/cdf-2020.02.xxxx
./upgrade.sh -i -t <path to upgrade directory>

Examples
./upgrade.sh -i -t /tmp/upgrade-backup
./upgrade.sh -i
4 Run the following commands to upgrade CDF componenfs:
cd {download-directory}/cdf-2020.02.xxxx
./upgrade.sh -u

5. Optionally, clean the unused docker images by running the following commands on all nodes
(masters and workers):

cd {download-directory}/cdf-2020.02.xxxx
./upgrade.sh -c
6. Verify the cluster status. First, check the CDF version on each node by running the command:

cat ${K8S_HOME}/version.txt
>> 2020.02.00120
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7. Check the status of CDF on each node by running these commands:

cd ${K8S_HOME}/bin/
./kube-status.sh’

Automated Upgrade to CDF 2020.02

The automatic upgrade has 2 phases: the first for upgrade from CDF 2019.05 fo CDF 2019.08, and the
second for upgrade from CDF 2019.08 t0 2020.02. The automated upgrade to CDF 202002 is run with a
single command and requires nointeraction until completion of each phase. Typically, each automated
upgrade phase fakes around 1 hour for a 3x3 cluster.

Preparing the Upgrade Manager

Automatic upgrade should be run from a host (for purposes of these instructions, known as the upgrade
manager). The upgrade manager (UM) may be one of the following host types:
o One of the cluster nodes
e Ahostoutside the cluster (a secure nefwork location)
Configure Passwordless Communication: You must configure passwordless SSH communication
between the UM and all the nodes in the cluster, as follows:

1. Onthe UM, run the following command to generate a key pair:

ssh-keygen -t rsa

2. Onthe UM, run the following command fo share the generated public key to each node of your
cluster, including the node which you are logged into:
ssh-copy-id -i ~/.ssh/id_rsa.pub root@<node_fqdn_or_ip>

Download Upgrade: Next, download the upgrade files for COF 201808 and CDF 2020.02 to a download

directory (referred to as <download_directory>)on the UM.

There are 4 directories involved in the auto-upgrade process:

e An aufo-upgrade direcfory /tmp/autoUpgrade will be aufo generafed on the UM. It will store the
upgrade process steps and logs.

e Abackup directory /tmp/CDF_201905 upgrade will be auto generated on every node. (approximate
size 1.5GB)

e Abackup directory /tmp/CDF_201908 upgrade will be auto generated on every node. (approximate
size 1.7 GB)

o Aworking directory will be auto generated on the UM and every node atf the locafion provided by the -
d parameter The upgrade package will be copied fo this directory. (approximate size 9 GB). The
directory will be automatically deleted after the upgrade.
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Note: The working directory can be created manually on UM and every node and then passed as -d
parameter fo the auto-upgrade script. If you are a non-rootf user on the nodes inside the cluster, make
sure you have permission fo this direcfory

Phase I: Auto-upgrade from CDF 2019.05 fo CDF 2019.08

On the upgrade manager, run the following commands:

cd {download-directory}

unzip cdf-upgrade-2019.08.xxxx.zip

cd /cdf-upgrade-2019.08.xxxx

./autoUpgrade.sh -d /path/to/workinig directory -n {any_cluster_node_adress_
or_ip}

Example

./autoUpgrade.sh -d /tmp/upgrade -n pueas-ansi-nodel.swinfra.net

Phase Il: Auto-upgrade from CDF 2019.08 to CDF 2020.02

Proceed with the second phase of the automated upgrade, as follows

1. Remove the 2019.08 upgrade directory:
rm -rf {download-directory}/cdf-upgrade-2019.08.xxxx

2. On one of the master nodes, configure IDM pod affinity and wait until IDM pods are up and running
with this command:

kubectl patch deployment idm -n core --patch '{ "spec": { "template": {
"spec": { "affinity": { "podAffinity": {
"preferedDuringSchedulingIgnoredDuringExecution”: [ { "labelSelector": {
"matchExpressions”: [ { "key": "app", "operator": "In", "values": [ "idm-app"
13} 173}, "topologyKey": "kubernetes.io/hostname”™ } 1 } } } } } }'

3. Run the CDF 2020.02 auto-upgrade by executing these commands:
cd {download-directory}
unzip cdf-2020.02.xxxx.zip
cd cdf-2020.02.xxxx
./autoUpgrade.sh -d /path/to/workinig directory -n {any_ cluster_node
adress_or_ip}

Example

./autoUpgrade.sh -d /tmp/upgrade -n pueas-ansi-nodel.swinfra.net
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Remove the auto-upgrade femporary directory from UM

The auto-upgrade temporary directory contains the upgrade steps and logs. If you want fo upgrade
anofher cluster from the same UM, remove that directory with this command:

rm -rf /tmp/autoUpgrade

In Case of Automatic Upgrade Failure

¢ If the automatic upgrade fails, run autoUpgrade. sh again as outlined above. The process may take
several attempts to succeed.

o In some cases, the automatic upgrade may return an error message about the upgrade process sfill
running and the existence of a *.lock file which prevents autoupgradesh fo continue. This file is
automatically deleted in a few minutes. Alternatively, you can manually delete this file. Once the file is
deleted either automatically or manually, run autoUpgrade. sh again.

o If the automated upgrade process is still unsuccessful, continue the process on the failed node using the
procedure outlined in Manual Upgrade to CDF 2020.02.

Upgrading ArcSight Suite

Follow these steps fo upgrade your Transformation Hub fo the latest version.

Note: A properly-performed upgrade of ArcSight suite will not interrupt the flow of events from
producers, through Transformation Hub, fo the consumers, as long as the Transformation Hub
environmentincludes more than 1 Kafka broker. No event data will be lost in this situation.

Prerequisite

Before proceeding, you should have accepted the browser cerfificate at least once. If not, you should fake
these steps now.

To ensure that you have accepted the certificate:

1. Inthe CDF management portal, select Suite > Management.
2. (lick «.. (Browse) and then choose Reconfigure.

3. Accept the browser cerfificate.

Process Quftline

The complete process of upgrade consists of these steps:
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1. Download the upgrade files.

2. Add the new metadata file.

3. Initiate the upgrade process.

4. Upload the offline images to the Docker registry.
5. Finalize and complete the upgrade process.

These steps are explained in detail below.

Download the Upgrade Files

Download the metadata and product images files to a secure network location.

o Metadata: arcsight-installer-metadata-<build number>.tar
o Example arcsight-installer-metadata-2.2.0.9.tar

o Offline Images: <product>-<build number>.tar
o Example:transformationhub-3.2.0.9.tar

After downloading, unpack the offline images far file:

tar -xvf <product-name>-<build number>.tar

Example:

tar -xvf transformationhub-3.2.0.9.tar

Add New Metadata

Add Metadata

1 ARCSIGHT-INSTALLER-METADATA ™ &-=R ‘

Overwrite: D

‘ CANCEL ‘ ‘ oK ‘

1. Copy thefilearcsight-installer-metadata tothe server from which you will be logging info the

CDF UL

Click + Add.

uR W

version>.<Build number>.tar).

Micro Focus Transformation Hub (3.2.0)

Log into the CDF management portal from the host where you copied the file in Step 1.
In the left navigation pane, click ADMINISTRATION, then sclect DEPLOYMENT> Metadata.

Select your previously downloaded metadata file (arcsight-installer-metadata-<upgrade
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Manage Metadata + aoo C REFRESH

-

Start the Upgrade Process

1. Inthe CDF management portal, select DEPLOYMENT > Deployments.

2. In the Update column, click the number 1 inside the red circle. Then, choose your recently-added
metadata file version fo initiate the upgrade.

Update

Cld

3. Onthe Update to page, click Next.
4 On the Transfer images page, click Next.

5. On the Import suite images page, click more to verify the filenames of the expected images for the
next step.C which will be in the format 3.2.<upgrade version>.<build number>).

Upload Offline Images

1 cd {K8S_HOME}/scripts
Example:cd /opt/arcsight/kubernetes/scripts

2. ./uploadimages.sh -u registry-admin -p {your CDF admin password} -d
<extracted product directory path>
Example . /uploadimages.sh -u registry-admin -p <password> -d
opt/upgrade/transformationhub-3.2.0.9

Note: Your CDF admin password is the password you were required fo change when inifially logging
into the CDF Ul
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Finalize and Complete

1. Inthe CDF management portal, refurn fo the Import suite images page.

2. Click the Check again button fo verify that all the required images are available and that the Next
button is enabled. (There should be 9 of 9 images found and a green icon displayed. )Then click
Next.

Validation results of container
images:

Number of files: 9/9 V)

CHECK AGAIMN

3. On the Configure storage click Next. The upgrade configuration confainer is being deployed fo the
cluster while the next page loads.

4. On the Product upgrade page click Next. Now the process of upgrading Transformation Hub pods
has started. (You can monitor the process by running the command:
kubectl get pods -n {suite-namespace})

When the process has finished successfully, the upgrade is complete.

To verify upgrade success, browse to DEPLOYMENT > Deployments and check that the number in the
Version column corresponds to your upgrade version.

Note: If you have successfully completed the upgrade image upload and the green icon is not
displayed, wait 2 minutes and then click the Check Again butfon. If there are missing files, click More
fo determine the missing files and make sure all images are successfully deployed.

Upgrade Refurns INTERNAL SERVER ERROR

Affer a successful upgrade of CDF, Transformation Hub, affer attempting to reinstall Transformation Hub,
the installer will display this error message on the Configuration/Deployment page. If this error is
encountered, follow this procedure fo resolve the issue:

1. Run this command:
kubectl delete -n core $(kubectl get pods -n core -o name | grep itom-
postgresql-default)

2. Wait for the pod to enter the Running state.
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kubectl get pods -o wide -n core | grep itom-postgresql-default
3. On the Configuration/Deployment page, click Deploy again fo deploy the product.
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Appendix A: CDF Installer Script install. sh
Command Line Arguments

Argument

--auto-configure-firewall

--cluster-name
--deployment-log-location

--docker-http-proxy

--docker-https-proxy

--docker-no-proxy

--enable_fips

--fail-swap-on

--flannel-backend-type

--ha-virtual-ip

--k8s-home

--keepalived-nopreempt

Description

Flagtoindicate whether to auto configure the firewall rules during node
deployment. The allowable values are true or false. The default is frue.

Specifies the logical name of the cluster.
Specifies the absolute path of the folder for placing the log files from deployments.

Proxy settings for Docker. Specify if accessing the Docker hub or Docker registry
requires a proxy. By defaulf, the value will be configured fromthe http_proxy
environment variable onyour system.

Proxy settings for Docker. Specify if accessing the Docker hub or Docker registry
requires a proxy. By defaulf, the value will be configuredfrom https_proxy
environment variable onyour system

Specifies the IPv4 addresses or FQDs that do not require proxy settings for
Docker. By default, the value willbe configured fromthe no_proxy environment
variable onyour system.

This parameter enables suites fo enable and disable FIPS. The expected values are
frue or false. The default is false.

If'swapping'is enabled, specifies whether to make the kubelet fail to start. Set to
frue or false. The default is true.

Specifies flannel backend type. Supported values are vxlan and host-gw. The
default is host-gw.

AVirtual IP (VIP)isan P address that is shared by allmaster nodes. The VIP is
used for the connection redundancy by providing failover for one machine. Should a
master node fail, another master node takes over the VIP address and responds to
requests sent to the VIP. Mandatory for a Multi-Master cluster; not applicable fo a
single-master cluster

The VIP must be resolved (forward and reverse) to the VIP Fully Qualified Domain
Name (FQDN)

Specifies the absolute path of the directory for the installation binaries. By default,
the Kubernetes installation directory is /opt/arcsight/kubernetes.

Specifies whether to enable nopreempt mode for KeepAlived. The allowable value
of this parameter is true or false. The default is frue and KeepAlived s started in
nopreempt mode.
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Argument Description

--keepalived-virtual-router-id Specifies the virtualrouter ID for KEEPALIVED. This virtual router 1D is unique for
each cluster under the same network segment. All nodes in the same cluster should
use the same value, between O and 255. The defaultis 51.

--kube-dns-hosts Specifies the absolute path of the hosts file which used for host name resolutionina
non-DNS environment.

Note: Although this option is supported by the CDF Installer, its use is strongly
discouraged to avoid using DNS resolutuion in production environments due to
hostname resolufionissues and nuances involved in their mitigations.

--load-balancer-host IP address or host name of load balancer used for communication between the
master nodes. For a multiple master node cluster, it is required to provide -1oad -
balancer-hostor-ha-virtual-iparguments.

--master-api-ssl-port Specifies the https port for the Kubernetes (K8S) API server. The default is 8443.
--nfs-folder Specifies the pathto the ITOM core volume.

--nfs-server Address of the NFS host.

--pod-cidr-subnetlen Specifies the size of the subnet allocated to each host for pod network addresses.

For the default and the allowable values see the CDF Planning Guide.

--pod-cidr Specifies the private network address range for the Kubernetes pods. Default is
172.16.0.0/16. The minimum useful network prefix is /24. The maximum useful
network prefix is /8.

This must not overlapwithany IP ranges assigned fo services (see - -service-
cidr parameter below)inKubernetes. The defaultis 172.16.0.0/16.

For the default and allowable values see the CDF Planning Guide.

--registry_orgname The organization inside the public Docker registry name where suite images are
located Not mandatory.

Choose one of the following:

e Specify your own organization name (such as your company name). For
example: --registry-orgname=Mycompany.

e Skipthis parameter. Adefault infernal registry wil be created under the default
name HPESWITOM.

--runtime-home Specifies the absolute path for placing Kubernetes runtime data. By default, the
runfime data directory is ${K8S_HOME } /data.

--service-cidr Kubernetes service IP range. Defaultis 172.30.78.0/24. Must not overlap the
POD_CIDRrange.

Specifies the network address for the Kubernetes services. The minimum useful
network prefix is /27 and the maximum network prefix is /12. If SERVICE_CIDRis
not specified, then the defaulf valueis 172.17.17.0/24. This must not overlap with
any IP ranges assigned to nodes for pods. See - -pod-cidr.
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Argument Description

--skip-check-on-node-lost Option used to skip the time synchronization check if the node is lost. The default is
frue.

--skip-warning Option used o skip the warnings in precheck wheninstalling the Initial master

Node. Set to frue or false. The default is false.

--system-group-id The group ID exposed on server; default is 1999.
--system-user-id The user ID exposed on server; default is 1999.
--thinpool-device Specifies the pathto the Docker devicemapper, which must be in the

/dev/mapper/ directory. For example:

/dev/mapper/docker-thinpool

--tmp-folder Specifies the absolute path of the temporary folder for placing temporary files. The
default temporary folderis /tmp .

-h, --help Displays a help message explaining proper parameter usage

-m, --metadata Specifies the absolute path of the tar.gz suite metadata packages.
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Appendix B: Creating an Infermediate Key and
Certificate

This appendix details the process for creating an intermediate key and certificate (cert) file. It contains the
following sections:

o Create a New CA Certificate (example) 77
e Create a New Intermediate Key and CertifiCate .. 82
e Update the Certificate Set on the Transformation Hub Cluster ... . 88

Best Practice: In order toimport an intermediate (user) cerfificate, the Transformation Hub must be
deployed, the user certificate imported, undeployed, and then re-deployed fo register the certificate
change. We recommend that you perform this procedure when Transformation Hub is first installed to
avoid downtime and data loss.

The Transformation Hub deployment process comprises these steps:

Install CDF.

Deploy Transformation Hub with default seftings.

Perform the operations described here to create the infermediate certificate (detailed below).
Update the TH RE cerfificate (detailed below) .

From the CDF Ul, uninstall the Transformation Hub.

o U AW N

After the Transformation Hub is uninstalled, redeploy the Transformation Hub with client
authentication enabled .Configure your pre-deployment parameters as desired.

Toobtain the contents of the RE certificate, use the following script
${K8S_HOME}/scripts/cdf-updateRE.sh

The Transformation Hub CA (certificate authority) private key is not exposed. Therefore, in order fo create
a signed cerfificate for use in adding connector destinafions or other consumers which are configured with
client authenftication enabled, you will need to create and update the Transformation Hub with an
intermediate key, or, alternatively, use your organization's infermediate key.

Create a New CA Certificate (example)

1. Make the directory and configure:
mkdir /root/ca

cd /root/ca
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mkdir certs crl
newcerts private
chmod 700 private
touch index.txt

echo 1000 > serial

2. Create the configuration file in a text editor (vi /root/ca/openssl.cnf) and then add the

following contents (values shown are examples; change parameter values to match your

requirements):

# OpenSSL root CA
# Copy to " /root/c
[ ca ]
default ca = CA _de
[ CA default ]

# Directory and fi
dir

certs

crl dir
new_certs_dir
database

serial

RANDFILE

# The root key and
private_key
certificate

# For certificate
crlnumber

crl

crl _extensions

default_crl days

Micro Focus Transformation

configuration file.

a/openssl.cnf’.

fault

le locations.
= /root/ca
= $dir/certs

= $dir/crl

$dir/newcerts

= $dir/index.txt

= $dir/serial

= $dir/private/.rand

root certificate.

$dir/private/ca.key.pem

$dir/certs/ca.cert.pem
revocation lists.

$dir/crlnumber

$dir/crl/ca.crl.pem

crl ext

30

Hub (3.2.0)
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# SHA-1 is deprecated, so use SHA-2 instead.

default md = sha256
name_opt = ca_default
cert_opt = ca_default
default_days = 375

preserve = no

policy = policy_strict

[ policy strict ]
# The root CA should only sign intermediate certificates that match.

# See the POLICY FORMAT section of "man ca’.

countryName = match
stateOrProvinceName = match
organizationName = match
organizationalUnitName = optional
commonName = supplied
emailAddress = optional

[ policy loose ]
# Allow the intermediate CA to sign a more diverse range of certificates.

# See the POLICY FORMAT section of the “ca  man page.

countryName = optional
stateOrProvinceName = optional
localityName = optional
organizationName = optional
organizationalUnitName = optional
commonName = supplied
emailAddress = optional

[ req ]

# Options for the “req  tool ("man req’ ).
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default_bits 2048

distinguished _name req_distinguished name

string_mask

utf8only

# SHA-1 is deprecated, so use SHA-2 instead.
default_md = sha256

# Extension to add when the -x509 option is used.
x509_extensions = v3_ca

[ req_distinguished_name ]

countryName = Country
stateOrProvinceName = State
localityName = Locality
0.organizationName = EntCorp
organizationalUnitName = OrgName
commonName = Common Name
emailAddress = Email Address

# Optionally, specify some defaults.

countryName_default <your country code>

stateOrProvinceName_default <your state or province>

localityName_default =

0.organizationName_default <your company name>

organizationalUnitName_default

emailAddress_default =

[ v3 ca ]

# Extensions for a typical CA ("man x509v3_config’).
subjectKeyIdentifier = hash

authorityKeyIdentifier = keyid:always,issuer
basicConstraints = critical, CA:true

keyUsage = critical, digitalSignature, cRLSign, keyCertSign
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[ v3_intermediate_ca ]

# Extensions for a typical intermediate CA ("man x509v3 config’).
subjectKeyIdentifier = hash

authorityKeyIdentifier = keyid:always,issuer
basicConstraints = critical, CA:true, pathlen:0o

keyUsage = critical, digitalSignature, cRLSign, keyCertSign
[ usr_cert ]

# Extensions for client certificates ( man x509v3_config’).
basicConstraints = CA:FALSE

nsCertType = client, email

nsComment = "OpenSSL Generated Client Certificate"
subjectKeyIdentifier = hash

authorityKeyIdentifier = keyid,issuer

keyUsage = critical, nonRepudiation, digitalSignature, keyEncipherment
extendedKeyUsage = clientAuth, emailProtection

[ server_cert ]

# Extensions for server certificates ("man x509v3_config’).
basicConstraints = CA:FALSE

nsCertType = server

nsComment = "OpenSSL Generated Server Certificate™
subjectKeyIdentifier = hash

authorityKeyIdentifier = keyid,issuer:always

keyUsage = critical, digitalSignature, keyEncipherment
extendedKeyUsage = serverAuth

[ crl ext ]

# Extension for CRLs ("man x509v3_ config’).
authorityKeyIdentifier=keyid:always

[ ocsp ]
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# Extension for OCSP signing certificates ("man ocsp’).
basicConstraints = CA:FALSE
subjectKeyIdentifier = hash
authorityKeyIdentifier = keyid,issuer
keyUsage = critical, digitalSignature
extendedKeyUsage = critical, OCSPSigning

3. Generate the new CA roof key:
cd /root/ca

And then run the following:
openssl genrsa -out private/ca.key.pem 4096
chmod 400 private/ca.key.pem

4. Create the new CA cert:

openssl req -config openssl.cnf \ -key private/ca.key.pem \ -new -x509 -
days 365 -sha256 -extensions v3 ca \ -out certs/ca.cert.pem

5. Verify the root CA:

chmod 444 certs/ca.cert.pemopenssl x509 -noout -text -in certs/ca.cert.pem

Create a New Intermediate Key and Certificate

1. Make the directory and configure:
mkdir /root/ca/intermediate/
cd /root/ca/intermediate
mkdir certs crl csr newcerts private
chmod 700 private
touch index.txt
echo 1000 > serial
echo 1000 > /root/ca/intermediate/crlnumber

2. Open the configuration file in a text editor (vi /root/ca/openssl.cnf) and then add the
following contents (values shown are examples; change parameter values to match your
requirements). Make sure the directory is unigue for each intermediate CA.
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[ ca ]

default ca = CA_default

[ CA default ]

# Directory and file locations.

dir

certs

crl dir
new_certs_dir
database
serial

RANDFILE

/root/ca/intermediate
$dir/certs

$dir/crl
$dir/newcerts
$dir/index.txt
$dir/serial

$dir/private/.rand

# The root key and root certificate.

private_key
certificate

# For certificate
crlnumber

crl

crl _extensions

default_crl days

$dir/private/intermediate.key.pem

$dir/certs/intermediate.cert.pem

revocation lists.

$dir/crlnumber
$dir/crl/intermediate.crl.pem
crl ext

30

# SHA-1 is deprecated, so use SHA-2 instead.

default_md
name_opt
cert_opt
default days
preserve
policy

[ policy strict ]

sha256
ca_default
ca_default
375

no

policy loose

# The root CA should only sign intermediate certificates that match.
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# See the POLICY FORMAT section of "man ca .

countryName

stateOrProvinceName

organizationName =

organizationalUnitName
commonName =
emailAddress =

[ policy loose ]

match
match
match
optional
supplied

optional

# Allow the intermediate CA to sign a more diverse range of certificates.

# See the POLICY FORMAT section of the °

countryName =
stateOrProvinceName =
localityName =

organizationName =

organizationalUnitName
commonName =

emailAddress =

[ req ]

# Options for the “req’ tool ("man req’ ).

default_bits = 2048

distinguished_name

string_mask = utf8

# SHA-1 is deprecated, so use SHA-2 instead.

default md = sha2

# Extension to add when the -x509 option is used.

x509 extensions =v3 c

[ req_distinguished name ]

optional
optional
optional
optional
optional
supplied

optional

req_distinguished_name

only

56

a

man page.

# See <https://en.wikipedia.org/wiki/Certificate_signing request>.
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countryName = Country Name (2 letter code)
stateOrProvinceName = State or Province Name
localityName = Locality Name
0.organizationName = Organization Name
organizationalUnitName = Organizational Unit Name
commonName = Common Name

emailAddress = Email Address

# Optionally, specify some defaults.

countryName_default <your country code>

stateOrProvinceName_default <your state or province>

localityName_default =

0.organizationName_default <your company name>

organizationalUnitName_default

emailAddress_default =

[ v3 ca ]

# Extensions for a typical CA ("man x509v3_config’).
subjectKeyIdentifier = hash

authorityKeyIdentifier = keyid:always,issuer
basicConstraints = critical, CA:true

keyUsage = critical, digitalSignature, cRLSign, keyCertSign
[ v3_intermediate_ca ]

# Extensions for a typical intermediate CA ("man x509v3_config’).
subjectKeyIdentifier = hash

authorityKeyIdentifier = keyid:always,issuer
basicConstraints = critical, CA:true, pathlen:0o

keyUsage = critical, digitalSignature, cRLSign, keyCertSign
[ usr_cert ]

# Extensions for client certificates ("man x509v3_config’).
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basicConstraints = CA:FALSE
nsCertType = client, email
nsComment = "OpenSSL Generated Client Certificate"
subjectKeyIdentifier = hash
authorityKeyIdentifier = keyid,issuer
keyUsage = critical, nonRepudiation, digitalSignature, keyEncipherment
extendedKeyUsage = clientAuth, emailProtection
[ server_cert ]
# Extensions for server certificates ("man x509v3_config’).
basicConstraints = CA:FALSE
nsCertType = server
nsComment = "OpenSSL Generated Server Certificate™
subjectKeyIdentifier = hash
authorityKeyIdentifier = keyid,issuer:always
keyUsage = critical, digitalSignature, keyEncipherment
extendedKeyUsage = serverAuth
[ crl ext ]
# Extension for CRLs ("man x509v3 config’).
authorityKeyIdentifier=keyid:always
[ ocsp ]
# Extension for OCSP signing certificates ("man ocsp’).
basicConstraints = CA:FALSE
subjectKeyIdentifier = hash
authorityKeyIdentifier = keyid,issuer
keyUsage = critical, digitalSignature
extendedKeyUsage = critical, OCSPSigning
3. Generate the new Infermediate CA key:

cd /root/ca
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openssl genrsa -out intermediate/private/intermediate.key.pem 4096
4. Create the intermediate CA signing request (CSR):
chmod 400 intermediate/private/intermediate.key.pem

openssl req -config intermediate/openssl.cnf -new -sha256 \ -key
intermediate/private/intermediate.key.pem \ -out
intermediate/csr/intermediate.csr.pem

5. Create the new infermediate CA cert
cd /root/ca

openssl ca -config openssl.cnf -extensions v3_intermediate_ca \ -days 3650
-notext -md sha256 \ -in intermediate/csr/intermediate.csr.pem \ -out
intermediate/certs/intermediate.cert.pem

# Sign the certificate? [y/n]: y
chmod 444 intermediate/certs/intermediate.cert.pem
6. Verify the intfermediate CA:
openssl x509 -noout -text \ -in intermediate/certs/intermediate.cert.pem
7. Verify the intermediate cerfificate against the root certificate
openssl verify -CAfile certs/ca.cert.pem \
intermediate/certs/intermediate.cert.pem
# intermediate.cert.pem: OK
8. Verify the intermediate CA against the root CA:
openssl verify -CAfile certs/ca.cert.pem \
intermediate/certs/intermediate.cert.pem

# intermediate.cert.pem: OK
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Update the Cerfificate Set on the Transformation Hub Cluster

In order fo update the CA cert used by Transformation Hub, copy your intermediate key and intfermediate
certalong with the CA cert from the server where they were created to the Initial Master Node, and then do

the following:
1 Run:

${K8S_HOME}/scripts/cdf-updateRE.sh write --re-
key=/tmp/intermediate.key.pem --re-crt=/tmp/intermediate.cert.pem --re-

ca=/tmp/ca.cert.pem

Note: The path fothe intermediate.key.pem, intermediate.cert.pem, and
ca.cert.pemcan be any path desired

2. From the CDF Ul, uninstall the Transformation Hub

3. After the Transformation Hub is uninstalled, redeploy the Transformation Hub.
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Appendix C: Troubleshooting

The following froubleshooting tips may be helpful in resolving issues with your Transformation Hub
cluster.

Issue: Installation of Master Nodes Fails

During installation, installation of Master Nodes can fail with the error:
Unable to connect to the server: context deadline exceeded

If this occurs, make sure thatyour no_proxy and NO_PROXY variables include valid virtual IP addresses
and hosftnames for each of the master and worker nodes in the cluster, as well as the NFS server.

Issue: Installation Times Out

During installation, the process may tfime out with the error:
Configure and start ETCD database

If this occurs, make sure your no_proxy and NO_PROXY variables include correct Master Node
information.

Issue: During sudo Installation, Worker Node Fails to Install

During the Add Node phase, if one or more of the worker nodes fails fo install and the log shows the
following error message:

[ERROR] : GET Url: https://itom-vault.core:8200/v1/***/PRIVATE_KEY
CONTENT_{hostname}_{sudo user}, ResponseStatusCode: 404

You can take the following steps to rectify the issue:

1. Click Cancel. This fakes you back fo the version selection screen
2. Gothrough the installation screens again (all previous data is preserved).

3. On the Add Node screen, where you added the Worker Node data, remove the worker node which
failed by clicking on the Delete icon.

4. Click Add Node and add the node again.

5. Click Next and proceed with the installation.
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Issue: Cluster List Empty in Kafka Manager

If cluster listis empty in the Kafka Manager Ul, delete the existing Kafka Manager pod and fry the Ul again
affer a new Kafka Manager pod is back to the Running state.

Issue: Worker Nodes Out of Disk Space and Pods Evicted

If the worker nodes run out of disk space, causing the pods on the node o go into Evicted status, try one of
the following steps:

o Fix the disk space issue by adding an additional drive, or by removing unnecesarry files.

o On the the node where the low disk space occurred, run the following command:
{install dir} /kubernetes/bin/kube-restart.sh

Refer to "Configuring Hard Eviction Thresholds for Worker Nodes" in the Transformation Hub
Administrator's Guide for information on adjusfing the eviction threshold.

Glossary

A

Avro
Avrois a row-oriented remote procedure calland data serialization framework developed within Apache's Hadoop project. It
uses JSON for defining data types and proftocols, and serializes data ina compact binary format.

C

Cluster

A group of nodes, pods, or hosts.

Common Event Format (CEF)

CEFisanopenlog management standard that simplifies log management, letting third parties create their own device
schemas that are compatible with a standard that is used industry-wide for normalizing security events. Technology
companies and customers can use the standardized CEF format fo facilitate data collection and aggregation, for later analysis
by an enferprise management system.
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Connectors in Transformation Hub (CTH)

A feature where SmartConnector technology operates directly in Transformation Hub to collect data. CTH enables the
enriching, normalizing and sending of syslog data and routing it to Kafka topics.

Consumer

A consumer of Transformation Hub event data. Consumers may be Micro Focus products such as Logger or ESM, third-party
products like Hadoop, or can be made by customers for their own use.

Container Deployment Foundation (CDF)

CDFis the confainer-based delivery and management model built on Docker containers managed by Kubernetes, which
standardizes distribution, installation, upgrade, and operation of Micro Focus products and product suites.

Dedicated Master Node

A node dedicated fo running the Kubernetes control plane functionality only.

Destination

In Micro Focus products, a forwarding location for event data. A Transformation Hub topic is one example of a destination.

Docker Container

A Docker container is a portable application package running on the Docker software development platform. Containers are
portable among any system running the Linux operating system.

F

flannel
flannel (spelled with a lower-case fis a virtual network that gives a subnet to each host for use with container runtimes.
Platforms like Google's Kubernetes assume that each container (pod) has a unique, routable IP inside the cluster. The
advantage of this modelis that it reduces the complexity of doing port mapping.

Fully Qualified Domain Name (FQDN)
A fully qualified domain name (FQDN) is the complete domain name for a specific computer, or host, on the internet. The FQDN
consists of fwo parts: the hostname and the domain name. For example, an FQDN for a hypothetical mail server might be
mymailexample.com. The hostname is mymail, and the host is located within the domain example.com.

Initial Master Node

The Master Node that has been designated as the primary Master Node in the cluster. It is from this node that you will install
the cluster infrastructure.
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K

Kafka

Anopen-source messaging systemthat publishes messages for subscribers o consume on its scalable platform built fo runon
servers. It is commonly referred to as a message broker.

Kubernetes

Kubernetes (K8s)is an open-source system for automating deployment, scaling, and management of confainerized
applications. It groups confainers that make up an application info logical units for easy management and discovery.

L

Labeling

Adding a Kubernetes labelto a Master or Worker Node creates an affinity for the workload to the Master or Worker Node,
enabling the node to run the specified workload onthe labeled server.

Local Docker Registry

The Docker Registry location onthe Master and Worker Nodes in the cluster. Application soffware is launched and managed
fromthe Local Docker Registry.

M

Master Nodes

Master Nodes run the CDF Installer and process web services calls made to the cluster. A minimum of 1 Master Node is
required for each cluster.

Network File System (NFS)

This is the location where the CDF Installer, Transformation Hub, and other components may store persistent data. A
customer-provisioned NFS is required. This environment is referred to in this documentation as an "external' NFS. Although
the CDF platform canhost a CDF-provisioned NFS (Infernal NFS), for high availability an External NFS service should
implemented.

Node

A processing location. In CDF containerized applications, nodes come in two types: master and worker.

P

Pod

Applications running in Kubernetes are defined as “pods”, which group containerized components. CDF uses Docker
Containers as these components. A pod consists of one or more containers that are guaranteed to be co-located onthe host
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server and canshare resources. Each pod in Kubernetes is assigned a unique IP address within the cluster, allowing
applications to use ports without the risk of conflict.

Producer

A gatherer of event data, such as a SmartConnector or CTH. Typically data froma producer is forwarded to a destination such
asa Transformation Hub topic.

Root Installation Folder

The root installation folder is the fop-level directory that the Transformation Hub, CDF Installer, and all supporting product
files will be installed into. The default settingis /opt/arcsight. It is referred to as RootFolder in this document, supporting scripts,
andinstallation materials.

S

Shared Master and Worker Nodes

A configuration where both Master and Worker Node functionality resides on the same host. This is not a recommended
architecture for high availabillty.

SmartConnector

SmartConnectors automate the process of collecting and managing logs from any device andinany format.

T

Thinpool
Using thin provisioning in Docker, you can manage a storage pool of free space, known as a thinpool, which canbe allocated to
anarbitrary number of devices when needed by applications.

Transformation Hub

Also TH. A Kafka-based messaging service that enriches and fransforms security data from producers and routes this data to
consumers.

Transformation Hub cluster

The Transformation Hub cluster consists of allMaster and Worker Nodes in the TH environment.

\"

Virtual IP (VIP)

Tosupport highavailability ona mulfi-master installation, a VIP is used as the single IP address or FODN fo connect foa
dedicated Master infrastructure that confains 3 or more master Nodes. The Master Nodes manage Worker Nodes. The
FQDN of the VIP canalso be usedto connect fo the cluster's Master Nodes.
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w

Worker Nodes

Worker nodes contain Kafka brokers which ingest, enrich and route events from event producers to event consumers. Worker
nodes are automatically load-balanced by the TH infrastructure.

y 4

ZooKeeper

Usedin conjunctionwith Kafka, a centralized service used to maintain naming and configuration data and to provide flexible
androbust synchronization within distributed systems.
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Send Documentation Feedback

If you have comments about this document, you can confact the documentation team by email. If an email
clientis configured on this compufter, click the link above and an email window opens with the following
information in the subject line:

Feedback on Deployment Guide (Transformation Hub 3.2.0)
Just add your feedback o the email and click send.

If no email clientis available, copy the information above to a new message in a web mail client, and send
your feedback fo arcsight_doc@microfocus.com.

We appreciate your feedback!
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