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Verbose Logging: Best
Practices for Default
Content’'s Effective Utilization
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Introduction

To a cyber security professional, logs provide information about events happening in an environment. ArcSight Default
Content utilizes the information provided by logs to detect attacks to your environment. However, logs do not provide
sufficient information for Default Content resources unless you configure certain systems or application settings to make
the information more verbose. Verbose logging is the practice of recording as much information as possible about events
that occur on your system. When you enable verbose logging, the additional information recorded is essential for
optimizing the Default Content resources for ArcSight ESM using the MITRE ATT&CK Framework.

Windows Logging

The Windows event logs are a detailed and chronological record of system, security, and application naotifications stored
by the Windows operating system. Default Content resources use these logs to identify potential attacks to your system.

However, these Windows logs do not provide detailed information to trigger alerts unless you configure them.

Below are the different types of logs that must be enabled for verbose logging to optimize security alerts from Default

Content Resources. Each section contains information about the log and how to enable verbose logging.

e  Widows Security Logs

e PowerShell Logs
e Sysmon Logs

Windows Security Logs
ArcSight Default Content relies on many Windows Security logs for optimal alerts.

This section covers:

e Widows Event ID: 4688
e  Other Windows Security Logs

Windows Event ID: 4688
Windows Event ID: 4688 logs process creation events. There are four principal events that cause process creation:

e  System initialization

e Execution of a process creation system call by running a process.

e Auser request to create a new process.

e Initiation of a batch job
Windows Event ID: 4688 is not enabled in Windows by default. However, multiple ArcSight Default Content resources
require Windows Event ID:4688 to trigger an alert for a potential attack to your system. Also, once 4688 event is enabled,
it should be ensured that the process command line is also enabled. If you enable the command line for 4688, more
details will be recorded, including the New Process ID, New Process Name, Token Elevation Type, Mandatory Label, and
more. Fig 1 shows process event ID before enabling the command line. Fig 2 shows the verbose event after command

line is enabled.
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ig'.] Event Properties - Event 4688, Microsoft Windows security auditing.

General Details

A new process has been created.

Creator Subject:

Security ID: M\Administrator
Account Name: Administrator

Account Domain:

Logon ID: Ox49EBD

Target Subject:
Security ID: NULL SID
Account Name: -
Account Domain: -

Logon ID: Ox0
Log Mame: Security
Source: Microsoft Windows security : Logged: 10/14/2023 11:57:01 PM
Event |D: 4688 Task Category: Process Creation
Level: Information Keywords: Audit Success
User: N/A Computer: ]
OpCode: Info

More Information: Ewvent Log Online Help

Fig 1

{4! Event Properties - Event 4688, Microsoft Windows security auditing.

General Details

A new process has been created.

Creator Subject:

Security ID: I i initrator
Account Name: Administrator
Account Domain:
Logon ID: 0x49EBD
Target Subject:
Security ID: NULL SID

Account Name: -
Account Domain: -
Logon ID: 0x0

Process Information:
New Process ID: 0x20f0
New Process Name: C\Windows\System 32\req.exe
Token Elevation Type: %%1936
Mandatory Label: Mandatory Label\High Mandatory Level
Creator Process ID: 0x1914

Creator Process Name: C:\Windows\System32\cmd.exe
Process Command Line:  reg add HKLM\SYSTEM\CurrentControlSet\Control\SecurityProviders\WDigest /v UseLogonCredential /t REG_DWORD /d 1 /f

Fig 2

Enable Windows Event ID:4688 in the Group Policy Editor
1. In Group Policy Editor, follow this path to the Detailed Tracking folder:
Windows Settings>Security Settings> Advanced Audit Policy Configuration>Audit Policies>Detailed Tracking

In this document, a Windows Server 2019 is being used as an example. Please follow the configuration settings
as per the windows version you are using in your environment.
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[ Local Group Policy Editor —
File Action View Help
o= @ = o

-/ Local Computer Policy -
~ % Computer Configuration

Subcategory Audit Events

5| Audit DPAPI Activity Success and Failure
_| Software Settings i

" udit PNP Activity Success and Failure
~ ] Windows Seﬂmgsr ) |2l Audit Process Creation Success and Failure
| Name Resolution Policy ior " P .
3 sio] Audit Process Termination Success and Failure
|| Seripts (Startup/Shutdown) el )
= . . 2w Audit RPC Events Success and Failure
v [ Security Settings neh
sis| Audit Token Right Adjusted Success and Failure

4 Account Policies
4 Local Policies
_ Windows Defender Firewall with Advant
| Network List Manager Policies
_| Public Key Policies
| Software Restriction Policies
_| Application Control Policies
.g IP Security Policies on Local Computer
~ || Advanced Audit Policy Configuration
v d§ System Audit Policies - Local Group
j‘ﬁ Account Logon
;ﬂ Account Management
SEI Detailed Tracking
:El DS Access
i logon/loaoff

Fig 3

2. As per Fig 3, in the Detailed Tracking Folder, select Audit Process Creation.
3. Inthe new window, select Success and Failure.

4. Click OK.

Then enable the command line:

5. Open the Group Policy Editor on the Windows machine you want to monitor and follow this path to the Audit
Process Creation folder:

Administrative Templates>System>Audit Process Creation
6. Select Edit policy setting.
7. In the new window, select Enabled.

» -

'Z] Local Group Policy Edito ] X
File Action View Help

e 2@ = Bm 7

J Local Computer Policy A Audit Process Creation

~ ™ Computer Configuration o )
y Include command line in process Setting State
| Software Settings ati nt -
Windows Settings creation events [ Include command line in process creation events Enabled

v | Administrative Templates

| Control Panel
_ LAPS
| Network
| Printers
| Server
~| Start Menu and Taskbar

~ ] System

| Access-Denied Assistance
App-V

| Audit Process Creation

[a)

Th| O Not Configured Comment:
@ Enabled

O Disabled

Supported on: At least Windows Server 2012 R2, Windows 8.1 or Windows RT 8.1
| Credentials Delegation

| Device Guard

| Device Health Attestation Service : .
~| Device Installation infl Options: Help:
| Disk NV Cache
“| Disk Quotas

| Display

_| Distributed COM

This policy setting determines what information is lagged in ~
security audit events when a new process has been created.

This setting only applies when the Audit Process Creation poliey i

Fig 4
8. Select OK.

To save the new settings in Group Policy Object, it's important to run the gpupdate /force command to force a background
update of all Group Policy settings, regardless of if they have changed. By default, Windows will update group policy
settings every 90 minutes or during a computer reboot. However, this is one of those times when an immediate update is

necessary, by using the gpupdate command, you can force a policy update. A system restart may be required for those
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Group Policy client-side extensions that do not process policy on a background update cycle but do process policy at a

computer start up.

Other Windows Security Logs
To optimize ArcSight Default Content resources, it is necessary to enable Audit Policy events for event IDs such as 4624,
4719, etc. It provides information about basic audit policies that are available in Windows and links to information about
each setting.
Enable Audit Policy Events in the Group Policy Editor

1. In Group Policy Editor, follow this path to the Detailed Tracking folder:

Windows Settings>Security Settings> Local Policy>Audit Policies
2. Inthe Audit Policy folder, select each of these policies shown in Fig. 5 and enable them to alert for successes

and failures.
=/ Local Group Policy Editor
File Action View Help
e 2@ X= HE
=/ Local Computer Policy Policy Security Setting
v 1% Computer Conf'g_urat'on jﬂ Audit account logon events No auditing
= \S;ft:are Ssem.ngs .4 Audit account management No auditing
T mNows Remnlgi Pl .4 Audit directory service access No auditing
-~ S:rirstes (:ts:ﬂt;l)jghuot:oywn) ja Audit logon events No auditing
:?i Security Settings < Audit object access No auditing
y A Account Policies 4 Audit policy change No auditing
= 73 Local Policies L] Audit privilege use No auditing
A Audit Policy 4| Audit process tracking Success, Failure
A User Rights Assignment 24 Audit system events Success, Failure
A Security Options
| Windows Defender Firewall with Advanced
| Network List Manager Policies
Fig 5
15/ Local Group Policy Editor
File Action View Help
55 = [ Audit policy change Properties ? X
o« 1T XE= BHE
=] Local Computer Policy Local Security Setting  Explain Security Setting
"8 ot g o
ware 1 N
- =f> No auditin
~ || Windows Settings No auditin:
| Name Resolution Policy N it
O auditan
=] Seripts (Startup/Shutdown) 3 i 9
v Security Settings Audit these attempts: o auditing
y 9 P! P
4 Account Policies Sucoess polatciting
« ['4 Local Policies Success, Failure
4 Audit Policy [ Failure Success, Failure
4 User Rights Assignment Success, Failure
4 Security Options
Windows Defender Firewall wit I This setting might not be enforced if other policy is configured to
. ) £8%  overide category level audit policy.
| Network List Manager Policies For more information, see Audit policy change. (921468)
" Public Key Policies
_ Software Restriction Policies
| Application Control Policies

Fig 6

3. Inthe new window, select Success and Failure.
4. Click OK.
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PowerShell Logs

ArcSight Default Content relies on PowerShell logs to trigger alerts to potential threats to your system.

PowerShell supports three types of logging: module, script block, and transcription. PowerShell events are written to the

PowerShell operational log: Microsoft-Windows-PowerShell Operational.

e Module logging records pipeline execution details as PowerShell executes, including variable initialization and
command invocations. This type of log captures some details missed by other PowerShell logging sources,
though it may not reliably capture the commands executed.

e  Script block logging records blocks of code as they are executed by the PowerShell engine, thereby capturing
the full contents of codes executed by an attacker, including scripts and commands.

e Transcription logging creates a unique record of every PowerShell session, including all input and output, exactly
as it appears in the session.

Enable the Above Logging Capabilities

1. In Group Policy Editor, follow this path to the Windows PowerShell settings folder:
Computer Configuration> Administrative Templates> Windows Components>Windows PowerShell

=/ Local Group Policy Editor - O
File Action View Help
o = | & Bm T
| Tenant Restrictions & ~ Windows PowerShell
Yot Input Select an item to view its description.  Setti Stat
| Windows Calendar elect an item to view its description.  Setting ate
Windows Color System 2] Tum on Module Logging Enabled
| Windows Customer Experience Improve i) Turn on PowerShell Script Block Logging Enabled
| Windows Defender SmartScreen :=| Turn on Script Execution Enabled
| Windows Error Reporting £ Turn on PowerShell Transcription Enabled
© Windows Game Recording and Broadca |i2| Set the default source path for Update-Help Not configured

| Windows Hello for Business
| Windows Ink Workspace
| Windows Installer
| Windows Logon Options
| Windows Media Digital Rights Manage
| Windows Media Player
| Windows Messenger
| Windows Mobility Center
| Windows PowerShell
1 Windows Reliability Analysis
Windows Remote Management (WinRA

Fig 7
2. Select the settings and enable Module, Script Block and Transcription logging.
Below is an example of enabling module logging.

1. Inthe Options pane, click Module Name as per Fig 8. In the Module Name window, enter * to record all modules.
2. Click OK.

Alternatively, setting the following registry values using command line will have the same effect. For example, the below

commands can be run to enable PowerShell Module logging.
¢ reg add HKLM\SOFTWARE\Wow6432Node\Policies\Microsoft\Windows\PowerShel\ModuleLogging /d 1

¢ reg add HKLM\SOFTWARE\Wow6432Node\Policies\Microsoft\Windows\PowerShel\ModuleLogging /v

\ModuleNames /d *

Verbose Logging Best Practices 7



&- Turn on Module Logging

ES] Turn on Medule Logging

O Not Configured Comment:
@) Enabled
(O Disabled
Supported on:
Options:

SELETG Mext Setting

At least Microsoft Windows 7 or Windows Server 2008 family

Help:

To turn on logging for one or more modules, click
Show, and then type the module names in the list.
Wildcards are supported.

Module Names Show.

To turn on logging for the Windows PowerShell core
modules, type the following module names in the
list:

Microsoft. PowerShell.*

Microsoft. WSMan.Management

This policy setting allows you to turn on logging for
Windows PowerShell modules.

If you enable this policy setting, pipeline execution events for
members of the specified modules are recorded in the Windows
PowerShell log in Event Viewer. Enabling this policy setting for a
module is equivalent to setting the LogPipelineExecutionDetails
property of the module to True.

If you disable this policy setting, legging of execution events
is disabled for all Windows PowerShell modules. Disabling this
policy setting for a module is equivalent to setting the
LogPipelineExecutionDetails property of the module to False.

Fig 8

There are two locations where the PowerShell Logs are recorded in the windows event viewer.
Application and Services Logs> Windows PowerShell records events such as 800 (Fig 9).
Application Service Logs> Microsoft>Windows>PowerShell records events such as 4104 (Fig 10).

@ Event Viewer

File Action View Help

= =p | & 5

| MsLbfoProvider
~I MsPaint
= Mul
1 Neasve
1 Ncsi
~I NDIS
~1 NdisimPlatform
~| NetworkProfile
| NetworkProvider
1 Nlasve
T Ntfs
S NTLM
~1 OfflineFiles
1 Onex
~1 OOBE-Machine-DUI
1 OtpCredentialProvider
| PackageStateRoaming
" Partition
~ PerceptionRuntime
| PerceptionSensorDataService
~I PersistentMemory-Nvdimm
| PersistentMemory-PmemDisk
| PersistentMemory-ScmBus
1 Policy-based QoS
~ [ PowerShell
=] Admin

] operational

Number of Events  Size
68 KB
15.00 MB

Name Type
Admin

Operational

Administrative 0

Operaticnal 7477

Fig 9
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{21 Event Viewer

f=] Internet Explorer

File Action View Help
= nm B&E
# Custom Views
~ [a Windows Logs L_evel Date and Time Source Event ID
§,| Application (i) Information 10/15/2023 11:54:35 PM PowerShell (PowerSh.. 800
& Security (i) Information 10/15/2023 11:54:35 PM PowerShell (PowerSh. 800
] setup (] Information 10/15/2023 11:54:35 PM PowerShell (PowerSh.. 800
.—| System (@ Information 10/15/2023 11:54:35 PM PowerShell (PowerSh... 800
£ Forwarded Events ( l_ Information 10/15/2023 11:54:35 PM PowerShell (PowerSh... 800
N Applications and Services Logs (i) Information 10/15/2023 11:5435 PM PowerShell (PowerSh. 800
(] Hardware Events (@) Information 10/15/2023 11:54:35 PM PowerShell (PowerSh... 800

[=] Key Management Service

<

| Microsoft
| Appv
User Experience Virtualization

Event 800, PowerShell (PowerShell)

General Details

1 Windows
| OpenSSH
f=] Windows PowerShell
2 Subscriptions

Pipeline execution details for command line: .

Context Information:

DetailSequence=1
DetailTotal=1

SequenceNumber=445

Userld -\ I

HostName=ConsoleHost

HostVersion=5.1.17763.2931

Hostld=d6809364-ac97-425f-b2ff-18e11c15af45
HostApplication=C:\Windows\System32\WindowsPowerShell\v1.0\powershell.exe
EngineVersion=5.1.17763.2931
Runspaceld=cf20794d-cb3b-4eea-80ce-92b9df1ac972

Pipelineld=84

Fig 10

Sysmon Logs

ArcSight Default Content relies on Sysmon logs to trigger alerts to potential threats in your environment, such as:
Microsoft-Windows-Sysmon 1, 3, 7, 8, 10, 11, 12, 13, 15, 17, 19, 20 and 21.

Sysmon is part of the Sys-internals software package, now owned by Microsoft, and enriches the standard Windows logs

by producing some higher-level monitoring of events such as process creations, network connections, and changes to the

file system.

The latest release of Sysmon can be downloaded from the Microsoft page (https://learn.microsoft.com/en-

us/sysinternals/downloads/sysmon) and installed.

Share View
« A » This PC » Documents » Sysmon ~ (@] Search Sysmon
Name Date modified Type Size
3 Quick access
Eula 9/28/2018 1:55 AM Text Document 8 KB
BN Desktop — . 77 g ' .
B Sysmon Application
¥ Downloads - -
B Sysmon64 v Application
3 Documents £ sysmonconfig-export 1/16/2020 6:04 PM XML Document 111 KB
= Pictures
b Music
E videos Administrator: Command Prompt - O x
4@ OneDrive
% This PC
@ Network inistrator\Documents) mon>Sysmon64_exe -i sysmonconfig-export.xmlg
Fig 11
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Once the Sysmon is installed, you can verify if Sysmon service is up and running in the services app on your Windows

Machine as per Fig 12.

File Action View Help

== @ a= Hm »enn

Services (Local) “ Services (Local)

Sysmon64 Name Status Startup Type Description Log On As

y £, State Repository Service Running  Manual Provides req-  Local System

%,‘?fggxm &Y, still Image Acquisition Events Manual Launches ap.. Local System
£, Storage Service Running  Automatic (D Providesen_  Local System
& Storage Tiers Management Manual Optimizest.  Local System

Description: £, Sync Host_69d1c Running  Automatic (D  This service . Local System

System Monftorsenice €3, SysMain Running  Automatic Maintains a. Local System

#15ysmonb4 Running  Automatic System Mon.. _Local System

tem Event Notification Service Running  Automatic Monitors sy Local System
stem Events Broker Running  Automatic (Tri. Coordinates. Local System
 System Guard Runtime Monitor Broker Running  Automatic (D Monitors an.. Local System

Running  Automatic Enablesaus.. Local System

Running  Manual (Trig.  Provides su.  Local Service

Manual Provides Tel.  Network Se-.

Running  Automatic Provides use.. Local System

Running  Manual (Trig.  Coordinates..  Local Service

& Touch Keyboard and Handwriting Panel Service Running  Manual (Trig-  Enables Tou  Local System
& Udk User Service_69d1c Manual Shell compo..  Local System
€ Update Orchestrator Service Running  Automatic(D. Manages Wi.. ~Local System
£} UPnP Device Host Manual Allows UPRP...  Local Service
£ User Data Access_69d 1c Manual Provides ap  Local System
Clllcer Data Stap £0d1, Manial Handl, tor 1 | Syctom

Fig 12

Sysmon allows you to craft the exact logs that you would like to monitor using its configuration file. This capability
provides a lot of flexibility and verbosity in the logs recorded. Depending on the user’s environment and requirement, one

can craft their own Sysmon logs.

All the details on how the configuration file is modified can be understood by running C:\Windows>Sysmon64.exe -?

config. The important filter tags that should be included in the configuration file are listed in the table below.

Event Function

Event ID

Microsoft-Windows-Sysmon 1 ProcessCreate Process Create
Microsoft-Windows-Sysmon 3 NetworkConnect Network connection detected
Microsoft-Windows-Sysmon 7 ImagelLoad Image loaded
Microsoft-Windows-Sysmon 10 ProcessAccess Process accessed
Microsoft-Windows-Sysmon 11 FileCreate File created
Microsoft-Windows-Sysmon 12 RegistryEvent Registry object added or deleted
Microsoft-Windows-Sysmon 13 RegistryEvent Registry value set

Microsoft-Windows-Sysmon 15

FileCreateStreamHash

File stream created

Microsoft-Windows-Sysmon 17 PipeEvent Pipe Created
Microsoft-Windows-Sysmon 18 PipeEvent Pipe Connected
Microsoft-Windows-Sysmon 19 WmiEvent WmiEventFilter activity detected

Verbose Logging Best Practices 10




Microsoft-Windows-Sysmon 20 WmiEvent WmiEventConsumer activity
detected
Microsoft-Windows-Sysmon 21 WmiEvent WmlEventCOr(ljsel:(r;:gggoFllter activity

Below is an example of a snippet from Sysmon configuration file that can be added for monitoring certain Sysmon events.

<!--3YSMON EVENT ID 2 : FILE CREATION TIME RETROACTIVELY CHANGED IN THE FILESYSTEM [FileCreateTime]-->
<! --COMMENT : [ https://attack.mitre.org/wiki/Technigque/T1085 ] —-->

<!--DATA: UtcTime, ProcsssGuid, ProcsssId, Imags, TargstFilenams, CreationUtcTime, PreviousCreationUtcTims-->
<RuleGroup nams="" groupRslation="or">
<FileCreateTime ommatch="include">

<Image name="T1099" condition="begin with">C:\Users</Image> <!--Look for timestomping in user area, usually
<TargetFilename nam=="T1099" condition="end with">.exe</TargetFilename> <!--Look for backdated exescutables |
<Image nam=="T1099" condition="begin with">\Device\HarddiskVolumeShadowCopy</Image> <!--Nothing should be wj

</FileCreateTims>
</RuleGroup>

<RuleGroup name="" groupRelation="or">
<FileCreateTime ommatch="exclude">
<Image condition="image">OneDrive.exe</Image> <!-—OneDrive constantly changes file timss——>
<Image condition="image">C:\Windows\system32\backgroundTaskHost.exe</Imags>
<Image condition="contains">setup</Image> <!--Ignore setups-—->

<Image condition="contains"*install</Image®> <!-——Ignore setups——>

<Image condition="contains">Update\</Image> <!--Tgnore setups--—>

<Image condition="end with">redist.exe</Image> <!--Ignore s=stups——>
<Image condition="is" msiexec.exe</Imags> <!--Ignore setups-->

<Image condition="is">TrustedInstaller.exe</Image> <!--Ignors sstups——>

</FileCreateTime>
</RuleGroup>

<!-—-8YSMCN EVENT ID 3 : NETWCORE CONNECTION INITIATED [NetworkConnect]-->
<! -—COMMENT : By default this configuration takes a very conssrvative approach to network logging, limited to
<! -—COMMENT : [ https://attack.mitre.org/wiki/Command and Control ] [ https://attack.mitre.org/wiki/Exfiltrat
<!--TECHNICAL: For the DestinationHostname, Sysmon uses the GetNameInfo APT, which will often not have any inf

<!--TECHNICAL: For the DestinationPortName, Sysmon uses the GetNameInfo APT for the friendly name of ports you
<! -—TECHNICAL: These exe do not initiate their connections, and thus includes do not work in this section: BITY

<!-- https://www.first.org/resources/papers/conf2017/APT-Log-Analysis—Tracking-Attack-Tools—by—RAudit-Policy—-and

<!--DATA: UtcTime, ProcessGuid, Processld, Imags, User, Protocol, Initiated, SourcelsIpvé, Sourcelp, SourcesHost
<RuleGroup nams="" groupRelation="or">
<NestworkConnect ommatch="include">
<!-—Suspicious sources for network-connscting binaries—->
<Image nams="Usermode" conditiocn="begin with">C:\Users</Imags> <!-——Tools downloadsd by ussrs can use other |
<Image name="Caution" condition="begin with">C:\Recycle</Image> <!--Nothing should opesrate from the Recycle
<Image condition="begin with">C:\ProgramData</Image> <!--Normally, network communications should be sourced
<Image condition="begin with">C:\Windows\Temp</Image> <!--Suspicious anything would communicate from the sy

<Image nams="Caution" condition="begin with">\</Image> <!--Devices and Vv3C shouldn't be executing changes |

Fig 13

Linux Logging
Typically, you will find Linux server logs in the /var/log directory and sub-directory. This is where syslog daemons are

normally configured to write.

Auditd Logs

These logs are a special case of kernel messages designed for auditing actions such as file access. By default, services
like auditd, write messages to /var/log/audit/audit.log. Auditd logs by default contain limited information and certain

settings must be configured to make it more verbose.

Configure Linux Logs:

1. Make sure the refuse manual stop is set to no in the .conf file of the auditd.
2. Add the following audit rules in the paths:
/etc/audit/audit.rules and /etc/audit/rules.d/audit.rules

Verbose Logging Best Practices 11



-a exit,always -F arch=b64 -F euid=0 -S execve

-a exit,always -F arch=b32 -F euid=0 -S execve

-w /etc/hosts -p r -k hosts_file_access

-w /etc/login.defs -p w -k password_policy_modified

-w /etc/pam.d/system-auth -p w -k password_policy_modified

-w /etc/sudoers -p w -k sudoers_file_modified

3. Restart the auditd service. The path of the auditd service is in /usr/lib/system/system/auditd.service.

Other Linux Logs

There are also some commands run on Linux machines that cannot be monitored using auditd logs. Depending on the
Linux Distribution, the logs are recorded in the appropriate output locations. Please refer to your Linux documentation for

the exact output location path.

D Emo
btmp—2

I

In—
In—
In—

To increase the logging verbosity, install open-source tools like Snoopy Command Logger (not affiliated with Open Text).

The snoopy logs can be monitored using a Syslog NG Deamon connector and by providing the appropriate path in the

configuration. More details can be found in the ArcSight SmartConnector documentation.

Leveraging Windows ArcSight Connector
There are the following types of default Windows Event Logs:

e Application log, which tracks events that occur in a registered application.
e  Security log, which tracks security changes and possible breaches in security.
e System log, which tracks system events.

Once you install the connector in your environment (refer to ArcSight SmartConnectors documentation), there are a few

configuration changes that must be made, to monitor different types of logs under Windows connector.

Verbose Logging Best Practices 12


https://github.com/a2o/snoopy
https://www.microfocus.com/documentation/arcsight/arcsight-smartconnectors-8.4/
https://www.microfocus.com/documentation/arcsight/arcsight-smartconnectors-8.4/

1.

2.

Navigate to the connector path and then to the current\user\agent folder.

> This PC > Local Disk {C:) » Connector > WindowsConnector »> current > user > agent

MName - Date modified Type Size

- acp 8/4,2023 2:22 AM File folder
agentdata 10/14/2022 11:52 ... File folder
- aup 8,4,/2023 2:26 AM File folder
- avroschema 8/4/2023 2:22 AM File folder
il certs 8/4/2023 2:25 AM File folder
checkpoint 8,4,2023 2:22 AM ile folder
contrib 8/ 4,2023 2:22 AM e folder
focp 8/A4/20232 2:22 AM e folder
fips 8,4,2023 2:22 AM File folder
flexagent B/ A4,2023 2:22 AN File folder
keys 8/A4/20232 2:22 AM File folder
lib 8,4,2023 2:22 AM File folder
map B/ A4,2023 2:22 AN File folder
networkzones B8/4/2023 2:26 AM File folder
nfr 8,4,2023 2:22 AM ile folder
nt B/ A4,2023 2:22 AN e folder
wwinc B/4/2023 2:23 AM File folder

= 30w levokBABCKSWVBSGBwzzA== 8,4/,2023 2:26 AM XML Document 41 KB

| agent.properties T0/10/2023 2:28 PM PROPERTIES File 5 KB

. connector_release_version 10510/2023 2:28 PM Text Document 1 KB

~ _desc 8/4/2023 2:22 AM Text Document 1 KB

Fig 15

Right-click on the agent.properties file and open with Notepad++ under administrator mode.

certs 8/4/2023 2:.25 AM File folder
checkpoint Open with File folder
contrib [ Edit with Notepad+ + e Tolder
fcp & Share File folder
fips : : File folder
Restore previous versions
flexagent File folder
keys Send to > File folder
lib Cut File folder
map Copy File folder
networkzones File folder
Create shortcut _
nfr File folder
nt peEE File folder
- Rename _
winc File folder
£ 30w1evokBABCXS Properties XML Document
_ agent.properties 10/10/2023 2:28 PM  PROPERTIES File
Fig 16

Add the following line: Microsoft-Windows-Sysmon/Operational, Windows PowerShell, Microsoft-

Windows-PowerShell/Operational, "Windows PowerShell" in the

agents[0].windowshoststable[0].eventlogtypes parameter and save it. Once completed, restart the connector.

TIsTorvelsonroehosto=talse

le=
WIN-RGIAYDHKOKS), | 50696dbe-T19b-431£-bdf6-b32a82e3c£05\ | Localhost\ ! 4287d320-1cdc-4693-b811-a57£999d9518,
ount=1
Domain\ Name=
applicati
encoding=

crosoft-Wind Sy /Operational, Windows PowerShell, Microsoft-Windows-EowerShell/Operational, "Windows PowerShell"

0].vil

s=false
IN-RGIASDHKOKS
alse

gent=true
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Use Cases

The following use cases give specific examples of ArcSight Default Content resources that rely on verbose logging.

e Windows Use Case

e PowerShell Use Case

e Sysmon Use Case

e Linux Use Case

Windows Use Case

Scenario: The adversary is trying to modify the Registry and running the below commands.

ential /t RE

In default content, we have a rule to detect the above activity. Rule Path: /All Rules/ArcSight Foundation/MITRE
ATT&CK/TA0005 Defense Evasion/T1112-Modify Registry/Registry Modified by Reg.exe (Fig 18).

Rule:Registry Modified by Req....

Attributes | Conditions | Agaregation | Actions | Local Variables | Motes
B Fiters B Assets B Vuine: s
Edit | Summary
¥ Event conditions
AND
Device Event Class ID = Microsoft-Windows-Security-Auditing: 4688
Target Process Name EndsWith reg.exe
OR
Target Process Name StartsWith "C:\\Windows\\System32"
Target Process Name StartsWith "C:\\Windows\\SyswWOwWe&4™
Device Custom String4 Is NOT NULL
OR
Device Custom String4 Contains add [ignore case]
Device Custom String4 Contains delete [ignore case]
Type In (Base,Agagregated)
NOT
B InActivelist("/All Active Lists/ArcSight Foundation/Common/Suppression List/Host Name Based Suppression”)

Fig 19
In this rule, the condition uses 4688 Event ID, and to capture the specific event, the fields like Target Process Name and

Device Custom String4 are used.

However, the Device Custom String4 field in the ESM will not be populated unless we configure verbose logging by
enabling Detailed Tracking and Audit Process Creation events. This event won'’t have sufficient information and the rule
can never trigger despite the registry being modified. Hence, its important to enable the appropriate settings as mentioned

in Windows Security Logs section of this document. Fig 20 shows the details of the event recorded in the ESM.
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ArcSight Console 7.6.0.2729.0 [15.214.131.94:admin.ast] Trial license. Customer: ArcSight Demo Key, Expiration date: 2023/12/31

Channel: ntitled &

Total Ever

Very High:
High

ckard Company™ ID="MX

lett-Packard Company

n M
17:27:57 EDT n Audit Tral
17:27:57 EDT w undAgent
17:27:57 EDT
17:27:57EDT A

317:27:57 EDT

ntial /tREG_DWORD /d

PowerShell Use Case

Scenario: The adversary is obfuscating the content during command execution to impede detection and is running the
below commands in PowerShell.

Import-Module ./Invoke-Obfuscation.psdl

Invoke-Obfuscation

In default content, we have a rule to detect this activity. Rule Path: /All Rules/Real-time Rules/Security Threat

Monitoring/Host Monitoring/Command Obfuscation Using PowerShell (Fig 21)

Device Event Class ID =F
Device Event Class ID = Microsof 1ell: 4104

File Permission Contains invoke-obfuscation [ignore case]

File Name Contains invoke-dosfucation [ignore ca

File Permission Contains invoke-dosfucation [ignore case]
e Name Contains invoke-obfuscation [ignore o
OT
B¢ InActivelist("fall A ists fArcSight Foundati

Type In (Base,Aogregated)

Fig 21
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This rule condition uses PowerShell event IDs like 800 and 4104. These event IDs are not logged in the event viewer

unless enabled. Refer to the section PowerShell Logging. The below screenshot shows the details recorded for

PowerShell event ID 4104 in windows event viewer (Fig 22).

ig_'! Event Properties - Event 4104, PowerShell (Microsoft-Windows-PowerShell)

General pDetails

Creating Scriptblock text {1 of 1):
Invoke-Obfuscation

ScriptBlock ID: 4ff00d58-99bd-4392-a79c-0b15d755eb2c

Path:
Log Name: Microsoft-Windows-PowerShell/Operational
Source: PowerShell (Microsoft-Windc Logged: 10/15/2023 11:54:34 PM
Event ID: 4104 Task Category: Execute a Remote Command
Lewvel: Verbose Keywords: None
User: T . coroute:
OpCode: On create calls

More Information: Event Log Online Help

Fig 22

This in turn will populate the fields like Device Event Class ID, File Permission, and File Name in the ESM and trigger the
rule (Fig 23).

Active Channek:

Start Time:
End Time:
Filter

Inline Filter:
Verified Rules:

Manage ptTime T 1EndTime % Name 3 Device Event ClassID  File Name Attacks K

[ 15 0ct 2023 15:5712 E07 |15 0ct 2023 15:57:00 7 _|Gommand Gbfuscaton Using Powershell ——leri2——— Scriptlodk Tex: InokeD0Sfucation ||

ett-Packard Company
ett-Packard Company
-Packard Company

00000
Microsoft
& Administrator
Administrator

File Name Seript Block Text:
File ID Seript Block 1d:

Fig 23
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Sysmon Use Case

Scenario: The adversary is trying to gain access to credentials stored in group policy preferences in Windows and is trying

to run the below commands to view the credentials.

findstr /S /I cpassword \\sysvol\policies\*.xml

In default content, we have a rule to detect this activity. Rule Path: /All Rules/ArcSight Foundation/MITRE
ATT&CK/TA0006 Credential Access/T1552-Unsecured Credentials/T1552.006-Group Policy Preferences/Credentials in

Group Policy Preferences.

¥ MatchesFilte- () i ! fSecurity Threat Moni toring/Host Moni toring fWindows Events
getCHMDLine i
getCHMDLine
getCHMDLine

getCHMDLine

NOT

B Ina (Al Active ListsfArcs n istfHost Name Based Suppressio
Type In (Base Aggregated)

¥ Event conditions

AND

Category Object = Host/Resource/Process

Category Device Group = /Operating System

Category Behavior = [Execute/Start

Category Outcome = /Success
Device Event Class ID = Microsoft-Windows-Securi ty-Auditing: 4688
Device Event Class ID = Microsoft-Windows-Sysmon: 1

Fig 24
The rule contains a filter called ‘process create’ which in turn uses Sysmon event ID 1 in an either-or condition. Sysmon
must be installed to record Sysmon events. Please refer Sysmon Logging for further reading. Fig 25 are the details

recorded when the above Sysmon event is recorded in the windows event viewer.

{2] Event Properties - Event 1, Sysmon

General Details

Process Create:

RuleName: technique_id=T1059,technique_name=Command-Line Interface
UtcTime: 2023-10-16 02:16:11.898

ProcessGuid: {4655bcad-9ceb-652c-0318-000000008200}

Processid: 27968

Image: C:\Windows\System 32\findstr.exe

FileVersion: 10.0.19041.1 (WinBuild.160101.0800)

Description: Find String (QGREP) Utility

Product: Microsoft® Windows® Operating System

Company: Microsoft Corporation

OriginalFileName: FINDSTR.EXE

CommandLine: findstr /S cpassword \\OTPRVDC 190 T\svsvol\*.xm
CurrentDirectory: C:\WINDOWS\system 32\

User: OPENTEXT\sraviprasad

LogonGuid: {4655bcad-1da5-652b-ab9d-1d0000000000}

Logonid: Ox1DSDAB

TerminalSessionlid: 1

IntegrityLevel: High

Hashes: SHA1=FDC776E1297D6E6FB31F8EBOE85771D886A 18DC2, MD5=804A6AE28E88689EOCF 1946A6CB3FEES, SHA256
=B29BE6DAS54121F5D9350C 545EC ECCE26F30A7F209C EOD9AAEABEOOC27DDA27A2,IMPHASH =A27641A39DA5A6B0717EO6BAOOES6B7F
ParentProcessGuid: {4655bcad-98b8-652c-a317-000000008200}
ParentProcesslid: 14316

Parentimage: C:\Windows\System32\cmd.exe

ParentCommandLine: "C:\WINDOWS\system32\cmd.exe"

Log Name: Microsoft-Windows-Sysmon/Operational

Source: Sysmon Logged: 10/15/2023 10:16:11 PM

Event ID: 1 Task Category: Process Create (rule: ProcessCreate)
Level: Information Keywords:

User: SYSTEM Computer: USraviprasOl.opentext.net
OpCode: Info

More Information: Event Log Online Help
Fig 25
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Linux Use Case
Scenario: The adversary is trying to discover information about remote systems using Linux commands.
In default content, we have rule to detect this activity. Rule Path: /All Rules/ArcSight Foundation/MITRE ATT&CK/TA0007

Discovery/T1018-Remote System Discovery/Suspicious Remote System Discovery Commands Entered on Linux (Fig
26).

AMD
Device Vendor = Unix
Device Event Class ID =
CR
Target Process Name = i
Target Process Name

Target Process Name
Target Process Name
Target Process Name infarping
Target Process Name = |
NOT
B¢ InActivelist("/All Active Lists ArcSight Foundation/Comman/Suppression List/Host Name Based Suppression”)
Type In (Base, Aggregated)

Fig 26
Most of the Linux-based rules in Default Content depend on auditd logs. However, the target process name field is empty
unless verbose logging is enabled in the Linux Machine. Refer to Linux Logging for more information. When the audit

rules are enabled, the appropriate fields get populated, which in turn triggers the rule.

Yiewer g%x

Start Time:

End Time:

Filter d ne urity Threat Moni

Inline Filter:

Verified Rules: tule Very Low: 0

LELEY

stTime T 1End Time %

15 Oct 2023 23:20:27 EDT |15 Oct 2023 23:20:25 EDT 5 Remote System Discovery Commands Entered On Linux
3 ;2

audi td
4 150c :27EDT 15 Oct 202 3EDT Suspicious Remote System Di: y Commands Entered On Linux | fusr/sbin/farp auditd

e auditd

1000
Jusr/binjhost
host

U]
1000

Jusrjbin/host
hast

Fig 27
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Conclusion

It's always a challenge to understand the level of verbosity needed in the logs to ensure the right and sufficient information
is recorded. It is also important to strike a balance as to what needs to be enabled and disabled to keep the performance
of the system unaffected. Hence, to ease some part of this detailed process, this document helps as an easy guide to set

up the logs and make use of MITRE ATT&CK related default content in the most effective manner possible.

Useful Links:

e ESM Default Content ArcSight Marketplace
e ArcSight Connectors Documentation

e MITRE Coverage in Default Content

e Contact Us

Legal Notice

Copyright [2024] Open Text.
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https://www.microfocus.com/marketplace/cybersecurity/content/esm-default-content
https://www.microfocus.com/documentation/arcsight/arcsight-smartconnectors-8.4/
https://mitre.microfocus.com/real-time
https://www.microfocus.com/en-us/support/ArcSight%20Enterprise%20Security%20Manager%20(ESM)



